3-D dynamic rupture simulations by a finite volume method
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SUMMARY
Dynamic rupture of a 3-D spontaneous crack of arbitrary shape is investigated using a finite volume (FV) approach. The full domain is decomposed in tetrahedra whereas the surface, on which the rupture takes place, is discretized with triangles that are faces of tetrahedra. First of all, the elastodynamic equations are described into a pseudo-conservative form for an easy application of the FV discretization. Explicit boundary conditions are given using criteria based on the conservation of discrete energy through the crack surface. Using a stress-threshold criterion, these conditions specify fluxes through those triangles that have suffered rupture. On these broken surfaces, stress follows a linear slip-weakening law, although other friction laws can be implemented. For The Problem Version 3 of the dynamic-rupture code verification exercise conducted by the SCEC/USGS, numerical solutions on a planar fault exhibit a very high convergence rate and are in good agreement with the reference one provided by a finite difference (FD) technique. For a non-planar fault of parabolic shape, numerical solutions agree satisfactorily well with those obtained with a semi-analytical boundary integral method in terms of shear stress amplitudes, stopping phases arrival times and stress overshoots. Differences between solutions are attributed to the low-order interpolation of the FV approach, whose results are particularly sensitive to the mesh regularity (structured/unstructured). We expect this method, which is well adapted for multiprocessor parallel computing, to be competitive with others for solving large scale dynamic ruptures scenarios of seismic sources in the near future.
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1 INTRODUCTION
Understanding the physics of the rupture process requires accurate methods able to take into account the geometry of the ruptured surface as well as realistic friction laws on this surface. Recent formulations have been proposed for modelling the dynamic shear crack rupture when considering the complexity of earthquake mechanisms embedded in heterogeneous crustal structure (Cruz-Atienza & Virieux 2004; Huang & Costanzo 2004). Almost all results have been obtained with boundary integral methods (Das & Aki 1977; Andrews 1985; Bécache & Duong 1994; Tada & Yamashita 1997; Tada & Madariaga 2001), which are highly adaptive and accurate to solve problems with complex fault geometries. Unfortunately, these methods used to be expensive since they required the computation of a spatio-temporal convolution proportional to the square of the grid elements number at each time step. Moreover, the analytic Green function involved in the convolution is only relevant for homogeneous medium. Finite element methods (Day 1977; Aagaard et al. 2001; Oglesby & Archuleta 2003), especially spectral formulations (Komatitsch & Vilotte 1998), are quite accurate in handling spontaneous propagation while considering complex crack structure (Festa & Vilotte 2006) but remain expensive in CPU memory or mesh construction. The finite difference methods (Andrews 1976, 1999; Madariaga 1976; Day 1982; Virieux & Madariaga 1982; Day et al. 2005; Dalguer & Day 2007) are fast and accurate enough but limited to rather simple fault geometries.
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Recently, Cruz-Atienza et al. (2007) have developed a new approach, called the finite difference fault element (FDFE) to overcome such limitation due to the cartesian grid discretization at the expense of a finer grid mesh and Ely et al. (2008, unpublished data) have introduced an efficient finite element technique based on finite difference operators for arbitrary shapes of faults. Benjemaa et al. (2007) have proposed, as well, an approach based on a finite volume (FV) formulation applied to 2-D shear rupture problems. We propose here the extension of this approach to the 3-D space for the spontaneous crack growth problem with specific 3-D implementations of boundary conditions.

The paper is organized as follows. In the first section, we introduce the elastodynamic system as well as the theoretical formulation of the boundary conditions on the fault surface. The second section is devoted to the validation of the model. We study two different test cases: a planar fault that is compared with FD solutions obtained by Day et al. (2005) and a non-planar fault, for which our solution is compared with those computed by Cruz-Atienza et al. (2007) using a boundary integral equation (BIE) method (Aochi et al. 2000). The good agreement between results will confirm the robustness of our model.

2 ELASTODYNAMIC EQUATIONS

Let us first consider the FV formulation of a fracture problem in a linearly elastic infinite medium. Let us define a surface $\Gamma$, across which the particle displacement vector (and therefore the particle velocity vector) may have an unknown discontinuity. Appropriate stress conditions following prescribed friction law on this surface should be specified on this surface. More specifically, and throughout the paper, we may consider a linear slip weakening friction (SWF) law as a simple law to be implemented, although considering more complex ones is possible in our formulation.

2.1 Governing equations

Inside an infinite domain $\Omega$ but away from the fracture surface $\Gamma$, the medium is governed by the following velocity-stress linearized equations:

$$\rho \ddot{\mathbf{v}} = \text{div} \mathbf{\sigma}$$  

(1)

$$\dot{\mathbf{\sigma}} = \lambda \text{div} \mathbf{v} \mathbf{I}_3 + \mu \left[ \nabla \mathbf{v} + \left( \nabla \mathbf{v} \right)^T \right],$$  

(2)

where $\mathbf{I}_3$ denotes the identity matrix, $\mathbf{v}$ the velocity vector and $\mathbf{\sigma}$ the symmetric stress tensor, both at each point of the medium. The spatially varying density is denoted by $\rho$ and the Lamé coefficients by $\lambda$ and $\mu$. The subscript $t$ denotes the time derivative whereas the superscript $t$ means the transposition operation.

This system describes the elastic waves propagation in a heterogeneous medium (Madariaga 1976; Aki & Richards 1980; Virieux 1986). The initial conditions at each point $\mathbf{x}$ of the domain $\Omega$ are given by

$$\mathbf{v}(0, \mathbf{x}) = 0,$$  

(3)

$$\mathbf{\sigma}(0, \mathbf{x}) = \mathbf{\sigma}_0,$$  

(4)

where $\mathbf{\sigma}_0$ could be defined inside the medium from previous loading histories (Virieux & Madariaga 1982).

2.2 Crack boundary conditions

The crack surface $\Gamma$, which may have a complex geometry, is piecewise discretized and a normal vector $\mathbf{n}$ is defined at each face of the crack surface (see Fig. 10 for instance). We suppose a linearly elastic response of the entire medium except over the sliding surface $\Gamma$, where deformations and stresses are related through a friction law. In other words, the tangential stress to the crack surface $\Gamma$, also called the shear stress, is assumed to drop to the dynamic frictional level, using a specific constitutive law we shall discuss later.

Let us first introduce some useful notations. Let $\mathbf{X}$ and $\mathbf{n}$ be two vectors. We define the normal and the tangential parts of $\mathbf{X}$ with respect to $\mathbf{n}$ [i.e. relative to the basis $(\mathbf{n}, \mathbf{n} \perp)$], respectively, by

$$\mathbf{X}_N = (\mathbf{n}^\top \mathbf{X}) \mathbf{n},$$  

(5)

$$\mathbf{X}_T = \mathbf{X} - \mathbf{X}_N = \mathbf{X} - (\mathbf{n}^\top \mathbf{X}) \mathbf{n}. $$  

(6)

Because we allow the velocity to be discontinuous across the surface $\Gamma$, we define limiting values of the velocity vector as

$$\mathbf{v}^+ (t, \mathbf{x}) = \lim_{\epsilon \to 0} \mathbf{v} (t, \mathbf{x} \pm \epsilon \mathbf{n} (\mathbf{x})).$$  

(7)

The slip velocity vector $\mathbf{V}$ is defined as the tangential velocity discontinuity across the surface $\Gamma$,

$$\mathbf{V} := \| \mathbf{v}_T \| = \mathbf{v}_T^+ - \mathbf{v}_T^-. $$  

(8)

We then define the slip magnitude at time $t$ as follows

$$U(t) = \int_0^t \| \mathbf{V} (s, \mathbf{x}) \| \, ds.$$  

(9)
Using these definitions, we now formulate the jump conditions on the crack surface as

$$\tau_c - \| T_r \| \geq 0, \quad (10)$$

$$\tau_c V - T_r \| V \| = 0, \quad (11)$$

where the vector $T_r$ is the tangential projection of the traction vector $T := \sigma n$. The quantity $\tau_c$ denotes the frictional strength, which evolves as a function of the fault normal stress $\sigma_N = n' \sigma n$ and the frictional coefficient $\mu$:

$$\tau_c = - \sigma_N \mu. \quad (12)$$

The friction coefficient $\mu$ is here assumed to follow a linear slip weakening law given by

$$\mu(U) = \mu_d + (\mu_s - \mu_d) \left(1 - \frac{U}{\delta_0}\right) H \left(1 - \frac{U}{\delta_0}\right). \quad (13)$$

In this equation, $\mu_s$ and $\mu_d$ are, respectively, the static and the dynamic friction coefficients, $\delta_0$ is the critical slip weakening distance (Ida 1972; Palmer & Rice 1973) and $H$ is the Heaviside function. Further explanations about the jump conditions (10) and (11) can be found in Andrews (1999) and Day et al. (2005).

### 3 FINITE VOLUME METHOD

Following the strategy used in Benjemaa et al. (2007) for the bidimensional case, we transform the system (1) and (2) into a pseudo-conservative formulation, to which we apply FV discretisation. Due to the symmetry of the stress tensor, one can easily split it into the sum of a trace tensor $s$ and a deviatoric tensor $d$, where

$$s = \frac{1}{3}(\sigma_{xx} + \sigma_{yy} + \sigma_{zz}) I_3 \quad (14)$$

and

$$d = \begin{pmatrix}
\frac{1}{3}(2 \sigma_{xx} - \sigma_{yy} - \sigma_{zz}) & \sigma_{xy} & \sigma_{xz} \\
\sigma_{xy} & \frac{1}{3}(-\sigma_{xx} + 2 \sigma_{yy} - \sigma_{zz}) & \sigma_{yz} \\
\sigma_{xz} & \sigma_{yz} & \frac{1}{3}(-\sigma_{xx} - \sigma_{yy} + 2 \sigma_{zz})
\end{pmatrix} \quad (15)$$

We then define the stress vector $\sigma$ as follows

$$\sigma = (\omega, \omega', \omega'', \sigma_{xy}, \sigma_{xz}, \sigma_{yz})^T, \quad (16)$$

where the quantities $\omega$, $\omega'$ and $\omega''$ derive directly from the trace and the deviatoric tensor:

$$\omega = \frac{1}{3}(\sigma_{xx} + \sigma_{yy} + \sigma_{zz}) \quad (17)$$

$$\omega' = \frac{1}{3}(2 \sigma_{xx} - \sigma_{yy} - \sigma_{zz}) \quad (18)$$

$$\omega'' = \frac{1}{3}(-\sigma_{xx} + 2 \sigma_{yy} - \sigma_{zz}). \quad (19)$$

This transformation enables us to group all medium properties on one hand of eq. (2), and the system (1) and (2) can be now written in a pseudo-conservative form:

$$\rho \partial_t \mathbf{v} = \sum_{\alpha \in \{x, y, z\}} (\bar{\partial}_\alpha M_\alpha) \sigma, \quad (20)$$

$$\Lambda \partial_t \sigma = \sum_{\alpha \in \{x, y, z\}} (\bar{\partial}_\alpha N_\alpha) \mathbf{v}, \quad (21)$$

where $\Lambda$ is a diagonal matrix containing the material description,

$$\Lambda = \text{diag} \left( \frac{3}{3 \lambda + 2 \mu}, \frac{3}{2 \mu}, \frac{3}{2 \mu}, \frac{1}{\mu}, \frac{1}{\mu}, \frac{1}{\mu} \right), \quad (22)$$

and the matrices $M_\alpha$ and $N_\alpha$ with $\alpha \in \{x, y, z\}$ are given by

$$M_x = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix}, \quad (23)$$

$$M_y = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}, \quad (24)$$
\[
M_z = \begin{pmatrix}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & -1 & -1 & 0 & 0 & 0
\end{pmatrix},
\]
(25)

\[
N_x = \begin{pmatrix}
1 & 0 & 0 \\
2 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{pmatrix},
\]
(26)

\[
N_y = \begin{pmatrix}
0 & 1 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix},
\]
(27)

\[
N_z = \begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & -1 \\
0 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}.
\]
(28)

Let us underline that the right-hand side (RHS) of the eqs (20) and (21) does not depend on the medium properties description. This new set of variables allows a non-ambiguous space integration, even when the medium contains heterogeneities.

3.1 Domain discretisation and finite volume scheme

The elastic medium \( \Omega \) is discretized into tetrahedral finite volumes, called cells, in such a way that the crack surface \( \Gamma \) coincides with faces of specific cells at any time. This is quite realistic as one may consider that the crack usually ruptures on a pre-specified, mechanically weak zone surface of the earth crust, which may take millions of years to be localized. Therefore, the initial meshing of the entire medium could be such that any evolution of the crack surface will match numerical faces of cells.

The finite volume method supposes that the unknown variables are constant in each cell. Integrating the conservative form (20) and (21) over a cell \( T_i \) and applying the divergence theorem, we obtain

\[
\int_{T_i} \rho \frac{\partial v}{\partial t} dV = \int_{\partial T_i} \left( \sum_{a \in \{x, y, z\}} (M_a n_a) \sigma \right) dS,
\]
(29)

\[
\int_{T_i} \lambda \frac{\partial \sigma}{\partial t} dV = \int_{\partial T_i} \left( \sum_{a \in \{x, y, z\}} (N_a n_a) v \right) dS,
\]
(30)

where \( \partial T_i \) represents the boundary of the cell \( T_i \) and \( n \) is the unitary outwards normal vector to \( T_i \). Assuming both the solution \( v \) and \( \sigma \) and the medium characteristic \( \rho, \lambda, \) and \( \mu \) constant in each cell \( T_i \), system (29) and (30) can be approximated by

\[
V_{T_i} \rho_{T_i} (\partial_v)_{T_i} = \sum_{T_k \in \gamma(T_i)} \sum_{a \in \{x, y, z\}} \int_{T_{ik}} \left( (M_a n_{ai}) \sigma \right) dS,
\]
(31)

\[
V_{T_i} \lambda_{T_i} (\partial_\sigma)_{T_i} = \sum_{T_k \in \gamma(T_i)} \sum_{a \in \{x, y, z\}} \int_{T_{ik}} \left( (N_a n_{ai}) v \right) dS,
\]
(32)

where the volume \( V_{T_i} \) is the volume of the cell \( T_i \), \( V(T_i) \) is the set of neighbouring cells of \( T_i \) (i.e. cells that share a common face with \( T_i \)), \( T_{ik} = T_i \cap T_k \) is the interface between \( T_i \) and \( T_k \), \( n_{ai} \) is the unitary normal vector to \( T_{ik} \), pointed from \( T_i \) to \( T_k \), and \( \sigma_{T_{ik}} \) and \( v_{T_{ik}} \) denote, respectively, the restriction of \( \sigma \) and \( v \) on the surface \( T_{ik} \). For convenience, we shall use from now, the index \( i \) to refer to the cell \( T_i \).
The approximation of the integral quantities in (31) and (32) is performed with a centred scheme. In other words, we consider the following approximation:

\[ \sigma_{|T_{ik}} \simeq \frac{\sigma_i + \sigma_k}{2}, \]  

\[ \mathbf{v}_{|T_{ik}} \simeq \frac{\mathbf{v}_i + \mathbf{v}_k}{2}. \]

Using these approximations and the fact that we have assumed that \( \sigma_i \) and \( \mathbf{v}_i \) are constant in \( T_{ik} \), we can remove the quantities \( \sigma_{|T_{ik}} \) and \( \mathbf{v}_{|T_{ik}} \) from the integrals. On the other hand, if we denote the area of \( T_{ik} \) by \( S_{ik} \), one can easily check the following identity

\[ \int_{T_{ik}} \mathbf{n}_k \, dS = S_{ik} \mathbf{n}_k. \]

Hence, we can rewrite the system (31) and (32) as

\[ V_i \rho_i \left( \frac{\partial}{\partial t} \mathbf{v}_i \right) = \sum_{k \in V(i)} \sum_{\alpha \in \{x, y, z\}} S_{ik} (M_{\alpha} n_{\alpha k}) \frac{\sigma_i + \sigma_k}{2}, \]  

\[ V_i \Lambda_i \left( \frac{\partial}{\partial t} \sigma_i \right) = \sum_{k \in V(i)} \sum_{\alpha \in \{x, y, z\}} S_{ik} (N_{\alpha} n_{\alpha k}) \frac{\mathbf{v}_i + \mathbf{v}_k}{2}, \]

or similarly,

\[ V_i \rho_i \left( \frac{\partial}{\partial t} \mathbf{v}_i \right) = \sum_{k \in V(i)} S_{ik} P_{ik} \frac{\sigma_i + \sigma_k}{2}, \]  

\[ V_i \Lambda_i \left( \frac{\partial}{\partial t} \sigma_i \right) = \sum_{k \in V(i)} S_{ik} Q_{ik} \frac{\mathbf{v}_i + \mathbf{v}_k}{2}, \]

where

\[ P_{ik} = \sum_{a \in \{x, y, z\}} M_a n_{aik}, \]

\[ = \begin{pmatrix} n_{xik} & n_{yik} & n_{zik} & 0 \\ n_{yik} & 0 & n_{zik} & n_{zik} \\ n_{zik} & -n_{zik} & 0 & n_{zik} \\ n_{zik} & n_{zik} & 0 & n_{zik} \end{pmatrix}, \]  

and

\[ Q_{ik} = \sum_{a \in \{x, y, z\}} N_a n_{aik}, \]

\[ = \begin{pmatrix} n_{xik} & n_{yik} & n_{zik} \\ 2n_{xik} & -n_{yik} & -n_{zik} \\ -n_{xik} & 2n_{yik} & -n_{zik} \\ n_{yik} & n_{zik} & 0 \end{pmatrix}, \]  

For temporal integration, we use a leap-frog scheme, where velocity is discretized at half-integer time steps and stress at integer time steps:

\[ \left( \frac{\partial}{\partial t} \mathbf{v} \right)_i \simeq \frac{\mathbf{v}_i^{n+\frac{1}{2}} - \mathbf{v}_i^{n-\frac{1}{2}}}{\Delta t}, \]

\[ \left( \frac{\partial}{\partial t} \sigma \right)_i \simeq \frac{\sigma_i^{n+\frac{1}{2}} - \sigma_i^{n-\frac{1}{2}}}{\Delta t}. \]

The space–time discretized system can therefore be written as a rather simple numerical system

\[ \rho_i \mathbf{v}_i^{n+\frac{1}{2}} = \rho_i \mathbf{v}_i^{n-\frac{1}{2}} + \frac{\Delta t}{V_i} \sum_{k \in V(i)} S_{ik} P_{ik} \frac{\sigma_i^n + \sigma_k^n}{2}, \]  

\[ \Lambda_i \sigma_i^{n+\frac{1}{2}} = \Lambda_i \sigma_i^n + \frac{\Delta t}{V_i} \sum_{k \in V(i)} S_{ik} Q_{ik} \frac{\mathbf{v}_i^{n+\frac{1}{2}} + \mathbf{v}_k^{n+\frac{1}{2}}}{2}, \]

which turns out to have a lower number of elementary numerical operations than standard second-order FD schemes.
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4 ENERGY CONSIDERATION

Eqs (44) and (45) are available everywhere inside the medium $\Omega$ except over the fault surface $\Gamma$. Indeed, boundary conditions (10) and (11) must be verified through $\Gamma$. For this purpose, we propose to identify the appropriate quantities that should be taken over $\Gamma$, by studying the energy of the system (44) and (45). Once this energy is established, we define fictitious cells above and below the fault surface that enforce the energy variation to be zero when no tractions are specified on $\Gamma$. Then we use the conditions (10) and (11) to complete the flux expressions when considering a tangential traction on the fault surface.

Let first note that the system (44) and (45) is not symmetric, because

$$Q_{ik} \neq P_{ik}',$$

(46)
as induced by the variable transformation introduced in (17)–(19). We recall that these transformations were made to group all the medium characteristics on the left-hand side of the eq. (21). Because it is far easier to deal with symmetric systems when considering energy computation since the energy of a partial differential equations is equivalent to a Lyapunov function (i.e. symmetric positive definite quadratic form) for the ordinary differential equations, we can obtain a symmetric system for (44) and (45) by multiplying equation (45) by the symmetric positive definite matrix $S$ given by

$$S = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{3} & \frac{1}{3} & 0 & 0 \\ 0 & \frac{1}{3} & \frac{2}{3} & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}.$$  

(47)

One can check in this case that

$$S Q_{ik} = P_{ik},$$

(48)

which gives us an equivalent symmetric system to the system (44) and (45) as

$$\rho_i v_i^{n+\frac{1}{2}} = \rho_i v_i^{n+\frac{1}{2}} + \frac{\Delta t}{V_i} \sum_{k \in \Gamma_i} S_{ik} P_{ik} \frac{\sigma_i^n + \sigma_i^{n+1}}{2},$$

(49)

$$A_i \sigma_i^{n+1} = A_i \sigma_i^n + \frac{\Delta t}{V_i} \sum_{k \in \Gamma_i} S_{ik} P_{ik} \frac{v_i^{n+\frac{1}{2}} + v_i^{n+\frac{1}{2}}}{2},$$

(50)

where the new matrix of material properties $A_i$ is now $S A_i$. For this symmetric system (49) and (50), we now define the discrete energy as

$$E^n = \frac{1}{2} \sum_i V_i \left[ \rho_i \left( v_i^{n+\frac{1}{2}} \right)' v_i^{n+\frac{1}{2}} + A_i \sigma_i^n \right].$$

(51)

The discrete energy time variation is given by

$$\Delta E^n := E^{n+1} - E^n$$

$$= \frac{\Delta t}{2} \sum_{i,k \in \Gamma} S_{ik} \left[ \left( v_i^{n+\frac{1}{2}} \right)' P_{ik} \sigma_i^{n+\frac{1}{2}} + \left( \sigma_i^{n+1} \right)' P_{ik} v_i^{n+\frac{1}{2}} \right],$$

(52)

where the stress estimation at half-integer time steps is obtained through the following averaged expression

$$\sigma_i^{n+\frac{1}{2}} = \frac{\sigma_i^n + \sigma_i^{n+1}}{2},$$

(53)
as shown in the appendix B of Benjemaa et al. (2007). If we set

$$F_{ik}^n = P_{ik} \frac{\sigma_i^n + \sigma_i^{n+1}}{2}$$

(54)

and

$$G_{ik}^{n+\frac{1}{2}} = P_{ik} \frac{v_i^{n+\frac{1}{2}} + v_i^{n+\frac{1}{2}}}{2},$$

(55)
one can check that the energy time variation is reduced to the following expression

$$\Delta E^n = \Delta t \sum_{i,k \in \Gamma} S_{ik} \left[ \left( v_i^{n+\frac{1}{2}} \right)' \left( F_{ik}^{n+\frac{1}{2}} - P_{ik} \sigma_i^{n+\frac{1}{2}} \right) + \left( \sigma_i^{n+\frac{1}{2}} \right)' G_{ik}^{n+\frac{1}{2}} \right].$$

(56)

Whether $\Delta E^n$ is equal to zero or not does not appear clearly in eq. (56). In fact, $\Delta E^n$ must be at least less or equal to zero to insure the stability of the elastodynamic system. Since the sum in the expression (56) is only concerned with cells with interfaces belonging to the fault surface $\Gamma$, flux expressions (54) and (55) have to be modified so that boundary conditions are verified on this surface.
For this reason, we rewrite the eqs (54) and (55) in a more general form as follow:

\[
\mathcal{F}_{ik}^{n} = \frac{1}{2} \mathcal{P}_{ik} \sigma_{i}^{n} + \frac{1}{2} (A_{ik} \sigma_{k}^{n} + B_{ik} \sigma_{l}^{n}),
\]

\[
\mathcal{G}_{ik}^{n+\frac{1}{2}} = \frac{1}{2} \mathcal{P}_{ik}^{t} \nu_{i}^{n+\frac{1}{2}} + \frac{1}{2} (C_{ik} \nu_{i}^{n+\frac{1}{2}} + D_{ik} \nu_{k}^{n+\frac{1}{2}}),
\]

where the matrices \(A_{ik}, B_{ik}, C_{ik}\) and \(D_{ik}\) are to be determined for specific boundary conditions. Please note that we have kept original contributions of fields in cell \(i\), and we have adapted contributions from the adjacent cell \(k\) as a possible combination of quantities from cell \(i\) and cell \(k\). If we substitute the fluxes \(\mathcal{F}_{ik}^{n}\) and \(\mathcal{G}_{ik}^{n+\frac{1}{2}}\) by their expressions (57) and (58) in the eq. (56), we obtain

\[
\Delta E^{n} = \frac{\Delta t}{2} \sum_{T_{ik} \in \mathcal{I}} \mathcal{S}_{ik} \left[ \left( \nu_{i}^{n+\frac{1}{2}} \right)^{t} (A_{ik} + C_{ik}) \sigma_{i}^{n+\frac{1}{2}} + \left( \nu_{k}^{n+\frac{1}{2}} \right)^{t} (-B_{ik} + D_{ik}) \sigma_{k}^{n+\frac{1}{2}} \right]
\]

\[
- \left( \nu_{i}^{n+\frac{1}{2}} \right)^{t} (A_{ik} + C_{ik}) \sigma_{i}^{n+\frac{1}{2}} - \left( \nu_{k}^{n+\frac{1}{2}} \right)^{t} (-B_{ik} + D_{ik}) \sigma_{k}^{n+\frac{1}{2}},
\]

where the minus sign comes from the fact that \(n_{i} = -n_{k}\). The energy variation \(\Delta E^{n}\) is then equal to zero if the following equalities hold:

\[
A_{ij} + C_{ij} = 0,
\]

\[
B_{ij} - D_{ij} = 0.
\]

Besides, one may check that

\[
\mathcal{P}_{ik} \sigma_{(i)} = \sigma_{(i)} \mathcal{N}_{ik},
\]

where the bracket subscript designs the mean value of the variables,

\[
\gamma_{(i)} = \frac{\gamma_{i} + \gamma_{j}}{2}, \quad \gamma = \sigma, \sigma.
\]

The left-hand side of the eq. (62) is the stress flux through the interface \(T_{ik}\), whereas the RHS is the traction vector on this surface. Thus, the equality (62) simply shows that the flux \(\mathcal{F}_{ik}\) is nothing but the traction vector on the surface \(T_{ik}\). The quantity \(\mathcal{F}_{ik}\) can be written as the sum

**Table 1.** Elastic properties of the medium.

<table>
<thead>
<tr>
<th>(v_{x}) (m s(^{-1}))</th>
<th>(v_{y}) (m s(^{-1}))</th>
<th>(\rho) (kg m(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3464</td>
<td>6000</td>
<td>2670</td>
</tr>
</tbody>
</table>

![Figure 1. Fault model for testing dynamic rupture simulation for the SCEC problem.](image)

The black circles are the receivers at which we compare time histories of the shear stress and the slip velocity.

(40) stipulates that the stress flux through an arbitrary interface \(T_{ik}\) is based on a centred scheme of the stress (respectively the velocity) values above and below this interface. This can no longer be true if the face \(T_{ik}\) belong to \(\Gamma\), since the fault is a surface where discontinuities may occur. For this reason, we rewrite the eqs (54) and (55) in a more general form as follow:

\[
\mathcal{F}_{ik}^{n} = \frac{1}{2} \mathcal{P}_{ik} \sigma_{i}^{n} + \frac{1}{2} (A_{ik} \sigma_{k}^{n} + B_{ik} \sigma_{l}^{n}),
\]

\[
\mathcal{G}_{ik}^{n+\frac{1}{2}} = \frac{1}{2} \mathcal{P}_{ik}^{t} \nu_{i}^{n+\frac{1}{2}} + \frac{1}{2} (C_{ik} \nu_{i}^{n+\frac{1}{2}} + D_{ik} \nu_{k}^{n+\frac{1}{2}}),
\]

where the matrices \(A_{ik}, B_{ik}, C_{ik}\) and \(D_{ik}\) are to be determined for specific boundary conditions. Please note that we have kept original contributions of fields in cell \(i\), and we have adapted contributions from the adjacent cell \(k\) as a possible combination of quantities from cell \(i\) and cell \(k\). If we substitute the fluxes \(\mathcal{F}_{ik}^{n}\) and \(\mathcal{G}_{ik}^{n+\frac{1}{2}}\) by their expressions (57) and (58) in the eq. (56), we obtain

\[
\Delta E^{n} = \frac{\Delta t}{2} \sum_{T_{ik} \in \mathcal{I}} \mathcal{S}_{ik} \left[ \left( \nu_{i}^{n+\frac{1}{2}} \right)^{t} (A_{ik} + C_{ik}) \sigma_{i}^{n+\frac{1}{2}} + \left( \nu_{k}^{n+\frac{1}{2}} \right)^{t} (-B_{ik} + D_{ik}) \sigma_{k}^{n+\frac{1}{2}} \right]
\]

\[
- \left( \nu_{i}^{n+\frac{1}{2}} \right)^{t} (A_{ik} + C_{ik}) \sigma_{i}^{n+\frac{1}{2}} - \left( \nu_{k}^{n+\frac{1}{2}} \right)^{t} (-B_{ik} + D_{ik}) \sigma_{k}^{n+\frac{1}{2}},
\]

where the minus sign comes from the fact that \(n_{i} = -n_{k}\). The energy variation \(\Delta E^{n}\) is then equal to zero if the following equalities hold:

\[
A_{ij} + C_{ij} = 0,
\]

\[
B_{ij} - D_{ij} = 0.
\]

Besides, one may check that

\[
\mathcal{P}_{ik} \sigma_{(i)} = \sigma_{(i)} \mathcal{N}_{ik},
\]

where the bracket subscript designs the mean value of the variables,

\[
\gamma_{(i)} = \frac{\gamma_{i} + \gamma_{j}}{2}, \quad \gamma = \sigma, \sigma.
\]

The left-hand side of the eq. (62) is the stress flux through the interface \(T_{ik}\), whereas the RHS is the traction vector on this surface. Thus, the equality (62) simply shows that the flux \(\mathcal{F}_{ik}\) is nothing but the traction vector on the surface \(T_{ik}\). The quantity \(\mathcal{F}_{ik}\) can be written as the sum

**Table 2.** Frictional parameters on the fault.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Nucleation</th>
<th>Outside nucleation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial shear stress (\sigma_{0}) (MPa)</td>
<td>81.6</td>
<td>70</td>
</tr>
<tr>
<td>Initial normal stress (-\sigma_{n}) (MPa)</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>Static friction coefficient (\mu_{s})</td>
<td>0.677</td>
<td>0.677</td>
</tr>
<tr>
<td>Dynamic friction coefficient (\mu_{d})</td>
<td>0.525</td>
<td>0.525</td>
</tr>
<tr>
<td>Static yielding stress (\sigma_{y}) = (-\mu_{s} \sigma_{n}) (MPa)</td>
<td>81.24</td>
<td>81.24</td>
</tr>
<tr>
<td>Dynamic yielding stress (\sigma_{d}) = (-\mu_{d} \sigma_{n}) (MPa)</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>Critical slip distance (\delta_{0}) (m)</td>
<td>0.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>
of its normal and tangential components,
\[ F_{ik}^n = F_{ik}^n + F_{ik}^t \]
\[ = (n_k \cdot \sigma_{ik}^* \cdot n_k + F_{ik}^t). \]  
(64)
When no tangential traction is applied on the surface \( T_{ik} \) (i.e. \( F_{ik}^t = 0 \)), the stress \( F_{ik} \) is reduced to its normal component, and the discrete energy must be constant. Equating expressions (57) and (64), one can deduce
\[ A_{ik} = (n_k \cdot n_k - I_3) \cdot P_{ik}, \]  
(65)
\[ B_{ik} = n_k \cdot n_k \cdot P_{ik}, \]  
(66)
and, via eqs (60) and (61), we obtain
\[ C_{ik} = P_{ik}' (n_k \cdot n_k - I_3), \]  
(67)
\[ D_{ik} = P_{ik}' n_k, n_k. \]  
(68)
We have determined the geometrical expressions of the four matrices needed for boundary conditions, when no traction is applied on the fault surface. One may say that this surface is transparent to the numerical approximations of elastic waves, thanks to the discrete energy conservation. Considering the spontaneous shear crack problem implies that the tangential traction is no more equal to zero, and therefore, we have to modify the eq. (64) of fluxes to take into account such a traction. We shall rewrite the eq. (64) as
\[ F_{ik}^n = (n_k \cdot P_{ik}^* \cdot n_k + T_{ik}^t), \]  
(69)
where the vector \( T_{ik}^t \) denotes the tangential projection of the traction vector applied to the surface \( T_{ik} \) at time \( n \Delta t \), which should verify the boundary conditions (10) and (11).

On another hand, eq. (44) can be written in general form as
\[ v_i^{n + \frac{1}{2}} = v_i^{n - \frac{1}{2}} + \frac{\Delta t}{\rho_i V_{ij}} \sum_{k \in P(i)} S_{ik} F_{ik}^n, \]  
(70)
where \( F_{ik}^n \) is given by eq. (54) if the interface \( T_{ik} \) does not belong to the fault surface and is given by relation (69) if \( T_{ik} \) belongs to the fault surface. Recall that in the latter case, the tangential traction vector \( T_{ik}^t \) is still to be found out following the failure criterion (10) and (11).
Figure 3. Comparison of the FV numerical solutions (red) and the DFM numerical solution (blue) of the slip velocity in four points located on the fault surface. The solutions are almost similar, eventhough the slip velocity peak seems to be underestimated for the FV approach. The solutions are presented with no special filtering treatment.

Figure 4. Rupture front contours at 0.5 s intervals computed along the fault surface for the FV (red) and the DFM (blue) methods. Good agreement of the time histories can be noted. The rupture seems to propagate at lower speed along the anti-plane direction for the FV method.

We now rewrite eq. (70) as follows:

\[ v_i^{n+\frac{1}{2}} = v_i^{n-\frac{1}{2}} + \frac{\Delta t}{\rho_i V_i} \sum_{k \in (V_i \cap T_k \subset \Gamma)} S_{ik} \left[ \frac{\sigma_i^n + \sigma_k^n}{2} + \frac{\Delta t}{\rho_i V_i} \sum_{l \in (k \cap T_l \subset \Gamma)} S_{lk} \mathcal{F}_i^{nk} \right], \]

where we have replaced the flux \( \mathcal{F}_i^{nk} \) by its centred approximation (54), only for the interfaces that do not belong to the fault surface.

Let \( \mathbf{R}_i \) be the quantity that involves no flux contribution from the fault surface.
Figure 5. Time history of the slip velocity (left-hand panel) and the shear stress (right-hand panel) along the in-plane (top) and the antiplane (bottom) directions. P and SI are, respectively, the primary and secondary waves generated by the left- and right-hand edges of the fault. SA is the secondary wave generated by the top and the bottom edges of the fault.

\[ R^n = \frac{\Delta t}{\rho_i V_i} \sum_{T_{i+k} \in \mathcal{T}} S_{ik} \frac{\sigma^n_i + \sigma^n_k}{2}. \]  

Eq. (71) can then be written as

\[ v^{n+\frac{1}{2}}_i = v^{n-\frac{1}{2}}_i + R^n + \frac{\Delta t S_{ik}}{\rho_i V_i} T^n_{ik}, \]

where \( T_i \) and \( T_k \) design two opposite cells sharing an interface \( T_{ik} \subset \Gamma \).

Now, assuming the inequality (10) is strict, that is,

\[ \tau_c - \|T_{ik}\| > 0, \]

and taking the modulus of eq. (11), one can deduce that

\[ V_{ik} = 0. \]

Or, using the eq. (73), the slip velocity vector \( V_{ik} \) is given by

\[ V^{n+\frac{1}{2}}_{ik} - V^{n-\frac{1}{2}}_{ik} = v^{n-\frac{1}{2}}_{ik} + R^n_{ik} - R^n_{ik} + \Delta t S_{ik} \left( \frac{1}{\rho_i V_i} + \frac{1}{\rho_k V_k} \right) T^n_{ik}, \]

which leads us, when it is equal to zero, to the following vector

\[ T^n_{ik} = \frac{(-V^{n-\frac{1}{2}}_{ik} + R^n_{ik}) \rho_i \rho_k V_i V_k}{\Delta t S_{ik} (\rho_i V_i + \rho_k V_k)}. \]

When introduced into the expression (76), this vector will enforce the continuity of the tangential velocity as it sets the slip velocity to zero. We are now able to define the traction vector as
Figure 6. Snapshots of the slip velocity (left-hand panel) and the shear stress (right-hand panel) at 0.5 s time intervals along the fault.

\[
\mathbf{T}_{ik}^a = \begin{cases} 
\mathbf{T}_{ik}^n & \text{if } \|\mathbf{T}_{ik}^n\| < \tau_c \\
\frac{\mathbf{T}_{ik}^n}{\|\mathbf{T}_{ik}^n\|} \tau_c & \text{if } \|\mathbf{T}_{ik}^n\| \geq \tau_c
\end{cases}
\]  

(78)

Finally, using eqs (57), (58), (65)–(69), we conclude that the fluxes through an interface \( \mathcal{T}_{ik} \subset \Gamma \) are given by

\[
\mathcal{F}_{ik}^a = \mathbf{n}_i \mathbf{n}_k \mathcal{F}_{ik} \left( \frac{\sigma_i^a + \sigma_k^a}{2} + \mathbf{T}_{ik}^a \right).
\]

(79)
Figure 7. Comparison of the shear stress (left-hand panel) and the slip velocity (right-hand panel) for different mesh grids. The receivers are located at 7.5 km from the centre along the strike direction (top panels) and at 6 km from the centre along the dip direction (bottom panels), respectively. A numerical FD solution for this problem is taken as the reference solution (solid line). Obviously, the FV solutions converge to the reference solution as the grid mesh decreases.

\[ G_{ik}^{n+\frac{1}{2}} = \mathbf{P}_{ik} \left( v_i^{n+\frac{1}{2}} - n_{ik} \mathbf{b}_k v_k^{n+\frac{1}{2}} \right), \]  

(80)

where \( \mathbf{T}_{ik}^{n} \) is given by the expression (78), for a face belonging to the \( \Gamma \) surface, allowing either continuous numerical velocity and stress fields or non-zero shear slip and discontinuous shear stress. Similar expressions could be constructed for different complex boundary conditions, as for the fracture mode I, for instance.

5 MODEL VALIDATION

To validate our method, we propose two comparisons between our numerical solutions and those obtained by other approaches: the dynamic fault model (DFM) developed by Day et al. (2005) and the boundary integral equation (BIE) method developed by Aochi et al. (2000). Since
3-D dynamic rupture simulations

Figure 8. Difference in arrival time (bottom) and stopping phase (top) in two receivers for several mesh grids. The rms is computed relative to the FD time solutions obtained with a 50 m grid interval.

These methods are highly independent of each other and, particularly, of our finite volume method, we consider this comparison of numerical solutions as a relevant validation of our proposed method, since no analytical solutions are available for the spontaneous slip-weakening rupture problem.

5.1 Test problem 1

We consider a planar fault embedded in a linearly elastic homogeneous full-space. The formulation and parameters of this test case correspond to The Problem Version 3 (TPV3) of the Southern California Earthquake Centre (SCEC) code comparison exercise (Harris et al. 2009). The elastic properties of the medium are listed in Table 1.

The fault geometry of this problem is detailed in Fig. 1. We consider the fault plane to be the xy plane and the rupture is allowed within a fault area of 30 km in the x direction and 15 km in the y direction. The shear pre-stress is aligned with the x axis. The stress initial conditions and the frictional parameters on the fault are given in Table 2.

For the initiation of the rupture, we impose a 3 × 3 km square nucleation zone centred on the fault. The rupture initiates because we have set the initial shear stress slightly higher than the initial static yield stress in the nucleation zone. We assume an infinite static frictional stress outside the 30 × 15 km zone, which prohibits the propagation of the rupture beyond this surface.

We used for this simulation a structured mesh with space length equal to 0.15 km, leading to 160 millions of tetrahedra, and a time step Δt = 6.5 × 10⁻³ s, whereas the DFM method used a grid size Δx = 0.1 km and a time step Δt = 8 × 10⁻³ s, although direct comparisons of these quantities are meaningless. The calculation has been performed on 100 processors using message passing interface (MPI). The CPU time of the simulation is around 5 × 10⁴ s.

We plot seismograms computed at four points located on the fault plane, as shown in Fig. 1. Figs 2 and 3 compare, respectively, the shear stress and the slip velocity numerical solutions of our approach and the DFM approach. One can see a good agreement between numerical solutions, even though the slip velocity seems to be underestimated by the finite volume method. We also note differences in the rupture time, especially in the antiplane direction. Let us remark that the triangular discretization of the fault surface could make the observational points slightly distant from their expected positions (i.e. comparatively to the cartesian grid used by the FD method). This difference could be reduced if the mesh is refined enough along the fault surface.

Fig. 4 shows a comparison of rupture time contours for both approaches. One can see that the rupture propagates at almost the same speed. The level of agreement appears to be good if one takes into consideration the relative error due to the irregular distribution of the points on the fault surface. Small differences are noted at long time, especially in the antiplane direction.
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Fig. 9. RMS in time for the shear stress (left-hand panel) and the shifted phase slip velocity (right-hand panel) for different mesh grids comparative to the FD numerical solution. The FV solutions converge to the reference solution as the grid mesh decreases. Apparent difference in the slope, especially for the slip velocity, is due to high numerical oscillations in the antiplane propagation direction (see Fig. 7 for instance).

Fig. 10. 3-D view of a non planar crack surface. The grey ‘square’ region of 2 km sides length centred along the strike and dip directions represents the nucleation zone. The four observational points aligned with the dip direction are separated by 4 km measured along the fault surface from each other. The fault surface is discretized by triangles as partly shown on the figure.

Fig. 5 describes the slip velocity and the shear stress time history profiles along the $x$- (in-plane direction) and the $y$-axis (antiplane direction). We can clearly see the $P$- and $S$-waves reflections from the borders of the fault. The $P$ wave coming back from the left- and the right-hand sides of the fault travels in the in-plane direction. The shear wave coming back from the left- and the right-hand sides of the fault is denoted by $SI$ and is travelling predominantly along the in-plane direction, whereas the shear wave coming back from the top and the bottom borders is denoted by $SA$ and is travelling predominantly along the antiplane direction. In addition, due to the $SI$ wave propagating backward, a late reactivation of the slip after its initial arrest could also be seen on the slip velocity figures. These behaviours have also been observed by Day et al. (2005), and our numerical solutions seem very close to the DFM numerical solutions for all the principal processes of the rupture: nucleation; evolution; stopping phase and overshoot of stresses.

Fig. 6 displays snapshots of the slip velocity and the shear stress on the fault plane at 0.5-s time intervals. One can clearly identify in the slip velocity figures the direct waves as well as reflected ones we have previously described. Due to the choice of both initial conditions and frictional parameters, the rupture propagates at subshear regime. One can appreciate in the shear stress snapshots, the direct shear wave travelling ahead of the rupture-front peak stress.
Table 3. Frictional parameters on the fault.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Nucleation</th>
<th>Outside nucleation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial shear stress $\sigma_0$ (MPa)</td>
<td>97.49</td>
<td>73.73</td>
</tr>
<tr>
<td>Initial normal stress $-\sigma_n$ (MPa)</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>Static friction coefficient $\mu_s$</td>
<td>0.677</td>
<td>0.677</td>
</tr>
<tr>
<td>Dynamic friction coefficient $\mu_d$</td>
<td>0.525</td>
<td>0.525</td>
</tr>
<tr>
<td>Static yielding stress $\sigma_y = -\mu_s \sigma_n$ (MPa)</td>
<td>81.24</td>
<td>81.24</td>
</tr>
<tr>
<td>Dynamic yielding stress $\sigma_y = -\mu_d \sigma_n$ (MPa)</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>Critical slip distance $\delta_0$ (m)</td>
<td>0.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

5.1.1 Convergence study

To understand the influence of the mesh size on the numerical solution, we perform several comparisons between our FV solutions and a finite difference solution used in the previous section computed by Day et al. (2005) with a grid size of 50 m, which we consider as a reference.

The comparisons are made in two points of the fault surface, belonging, respectively, to the purely in-plane and the purely antiplane axis. The in-plane receiver is located at 7.5 km from the centre of the fault plane along the strike direction, whereas the antiplane receiver is located 6 km from the centre along the dip direction.

Fig. 7 shows the shear stress and the slip velocity seismograms recorded in the in-plane and the antiplane receivers. The reference solution is plotted with a solid line, whereas various FV numerical solutions for different meshes are plotted with dashed lines. One can clearly see that the FV solution converges towards the reference solution when the mesh grid becomes smaller. Both the rupture arrival time and the arrest phase around 7 s get closer to the values of the FD solution. We also can remark that the slip velocity plots contain less oscillations when the mesh grid is refined enough.

Fig. 8 shows a comparison of the relative rms in arrival time and arrest pulse for the two receivers. Throughout the paper, we have defined the relative rms as the $L_2$ norm of the difference between the target and the reference solutions, divided by the $L_2$ norm of the reference solution. One can note that the rms difference between the FV solutions and the reference solution becomes smaller as the mesh is refined. The slopes of the regression lines are comparable, indicating a similar convergence rate for both in-plane and antiplane propagation direction.

Let us note that the rms error for our finest mesh is around 0.1 for the rupture times, even if the grid size of the FV scheme is three times larger than the FD reference solution. Given the high convergence rates, we expect this error still reduced if our computing capabilities allow us to refine the mesh up to the same grid size of the reference solution (i.e. 50 m).

Finally, Fig. 9 displays the rms time difference of the shear stress and the shifted phase slip velocity compared with the reference solution at the two observation points. The slip velocity curves have been shifted to the arrival time to focus on comparisons of the global shape of the solutions (i.e. uniform convergence; for comparisons on arrival time, see Fig. 8). The slope of the regression line for the shear stress diagram, which is almost the same for both the in-plane and the antiplane receivers, is between 0.5 and 1, whereas the slope of the regression line for the slip velocity is quite different for the in-plane and the antiplane receivers. This difference could be related to the oscillating behaviour of the slip velocity solution, especially in the antiplane direction. When the mesh becomes more refined, the numerical oscillations become smaller and so is the rms difference. The seismograms in the in-plane direction exhibit less numerical oscillations and are hence less significant in the rms computation.

Although this study was carried on in two particular points on the fault surface, it reflects the general behaviour of the numerical solution over the fault plane. Convergence toward the reference solution is accomplished when the mesh grid is refined enough. In addition, the spurious oscillations due to the fault propagation are diminished. The rupture time, the arrest phase waveform and the reactivation of the slip for both in-plane and anti-plane directions are well simulated, whereas the peak of the slip velocity and the final slip are slightly underestimated. We think this is due to an insufficient space accuracy of the FV method. As clearly seen for many numerical approaches solving the same dynamic rupture problem (Harris et al. 2009), achieving a perfect convergence with grid size of 150 m, our finest case, is a difficult task. However, according to the high convergence rate we have determined for our scheme, we expect the FV solution for a grid size of 50 m to fit closely the reference one. An alternative issue could be the use of higher interpolation polynomials instead of a constant polynomial in each cell. We expect that the approximation of the singularity due to the rupture propagation, and hence the peak of the slip velocity, would be improved even on coarser meshes.

5.2 Test problem 2

We shall consider now the non-planar parabolic-shaped rupture problem introduced by Cruz-Atienza et al. (2007), for numerical comparisons. We consider a linearly elastic homogeneous medium, as for the SCEC selected case, whose characteristics were already given in Table 1. The rupture surface is a parabola in the $xz$ plane, given by the equation

$$ (z - z_0)^2 = (x - x_0)^2 / (4 \epsilon), $$

where $(x_0, z_0)$ correspond to the vertex at the centre of the medium and $\epsilon = 10$ km is the eccentricity of the parabola. The coordinate $y$ of the fault surface is translation invariant. A 3-D view of the fault surface is presented in Fig. 10.
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Figure 11. Comparison of the FV numerical solutions (red) and the BIE numerical solution (blue) of the slip velocity in four points located on the fault surface. Small differences are noted between the solutions. The FV solutions are filtered with diffusion coefficient $\eta = 0.2$ (see Benjemaa et al. 2007, for more detail).

The nucleation zone is a ‘square region’ of 2 km side (grey patch in Fig. 10), centred at $(x_0, z_0)$. In this zone, the shear stress is supposed to be slightly higher than the initial static yield stress. The shear pre-stress is aligned with the dip direction and assumed to be constant along the non planar fault surface. This may suppose an extremely heterogeneous surrounding stress field. For comparisons, we choose four fault observational points placed along a line passing through the fault centre and parallel to the $x$-axis (in-plane direction, Fig. 10). The first point corresponds to the centre of the nucleation zone $(x_0, z_0)$ and the other points are separated from each other by 4 km, measured over the rupture surface. We assume an infinite static frictional stress at the fault borders preventing the rupture to propagate beyond them. The constitutive parameters that govern the rupture evolution are given in Table 3.

Eq. (12) means that the friction resistance is equal to the product of the normal stress and the friction coefficient. During the rupture, and due to the fault geometry, the normal stress may change from its initial value. As a consequence, the static frictional stress $\mu_s$ may vary. Although our method is able to deal with such a feature, we chose to assume the normal stress during the rupture to be constant. Actually, this restriction is made only to mimic a former BIE simulation (Aochi et al. 2000) that we had taken as a reference solution. Both the static and dynamic fault strengths depend only on the initial static traction during the rupture process.
To discretize the fault surface, we used an unstructured triangulation with space length approximatively equal to 0.1 km. The entire domain is then discretized by 11 million tetrahedra, including this triangulation (i.e. two tetrahedra above and below the fault share at most a unique triangle on the fault surface). Thus, no confusion of the faces belonging to the fault surface would occur. The time step is obtained with respect to a CFL criterion, and is equal to $2.1 \times 10^{-3}$ (see Benjemaa et al. 2006, for more details about the CFL criterion). For the BIE method, the space length is $\Delta x = 0.15$ km with a corresponding time step $\Delta t = 1.25 \times 10^{-2}$. We performed our computation over 64 processors using MPI and the CPU time of the simulation is about $2 \times 10^3$ s.

Fig. 11 shows a comparison of the slip velocity computed at four points located on the fault surface. We can see a fairly good agreement between numerical solutions. To reduce the spurious high frequency oscillations due to the rupture front propagation, we have added a diffusion term, with coefficient $\eta = 0.2$, to the elastodynamic equations. We do not discuss this additional term here, but one can find all details in Benjemaa et al. (2007), as it behaves similarly for 2-D and 3-D geometries. Let us remark that neither the rupture time nor the slip velocity amplitude were affected by this smoothing coefficient.

As for the first benchmark case, our method seems to slightly underevaluate the slip velocity along the fault. This is due to the unstructured mesh used for the discretization of the fault surface. In fact, Lohrengel & Remaki (2002) showed that the centred finite volume scheme (applied to Maxwell system) is second order in space, when applied to structured meshes but only of spatial half-order when applied to unstructured meshes. This fact induces some numerical dispersion in the wave propagation, which affects the accuracy of near-field seismograms and, thus, the rupture front evolution and the slip estimate. Brossier et al. (2008) has observed the same behaviour while studying only propagation effects of elastodynamic equations, through an identical finite volume formulation in the frequency domain, making us confident that the wave propagation is the cause of this slight misfit and not the numerical implementation of boundary conditions, as also demonstrated in the 2-D implementation (Benjemaa et al. 2007).

Further investigations of the influence of numerical dispersion on the rupture dynamics are necessary and should come with the investigation of higher-order interpolation techniques inside each element. The so-called discontinuous Galerkin finite elements method (DGFEM), which can be thought as a higher order version of our finite volume approach, approximates the solution of the problem in each cell as a combination of high-order polynomials inside each cell. Thus, again, no continuity is imposed from one cell to another. Fezoui et al. (2005) have shown for Maxwell equations, that centred DGFEM scheme is $k$th order in space if $k$th order polynomial approximation is used. First results obtained using such a scheme when studying propagation effects of the elastodynamic equations confirm this property (Delcourte et al. 2009). Hence, the accuracy of the solution and, particularly, the peak of the slip velocity, could be improved when using such schemes and, so, should be the rupture front evolution. Let us note that such an approach based on the arbitrary high order derivatives (ADER) scheme has been developed and used by Dumbser et al. (2007) (see references therein) for wave propagation, with remarkable accurate results (Kaser & Dumbser 2006; Kaser et al. 2007). Our results, which can be seen as those obtained by the lowest-order formulation of the DGFEM approach, are already quite accurate: a new result as far as we know.

Fig. 12 shows a contour plot of the rupture time for both methods. Considering the numerical complexity involved by the spontaneous rupture of a non-planar fault and compared with a previous comparison held for the same problem by Cruz-Atienza et al. (2007), our rupture times are in reasonable good agreement with those computed by the BIE method. As for the first test case, more significant differences seem to appear along the antiplane direction. We expect the accuracy of the method to be improved as we move to higher-order spatial approximations of the numerical scheme.

Fig. 13 displays snapshots of the slip velocity and the shear stress on the fault plane at 0.45-s time intervals. Due to the choice of both initial stress conditions and frictional parameters, the rupture propagates at subshear regime. Looking closer at the shear stress snapshots, one can identify the direct $S$ wave, travelling ahead of the rupture front.
Figure 13. Snapshots of the slip velocity (left-hand panel) and the shear stress (right-hand panel) at 0.45 s time intervals along the fault.

We may conclude that, in spite of small differences, the FV method we propose has successfully solved two difficult benchmarking cases for both planar and non-planar fault geometries. This validates our approach, as well as our numerical approximation of the failure criterion on the fault surface.

6 DISCUSSION AND CONCLUSION

We have introduced a finite volume method for the simulation of the spontaneous shear rupture problem along non-planar surfaces in 3-D heterogeneous media. Thanks to an appropriate change of variables, all parameters of the medium are grouped on the left-hand side of
the elastodynamic equations, and integration can be made even when medium heterogeneities exist, as already shown in the 2-D geometry (Benjemaa et al. 2007). A careful analysis of a suitable discrete expression of the total energy allows us to define the appropriate fracture boundary conditions to be imposed on the crack surface. The shear traction is defined on the fault surface through fluxes in such way that no slip velocity occurs when the shear stress is less than the yield friction value. This makes the fracture to have no thickness; so, both crack blocks only interact through the fracture traction vector. Consequently, different elastic properties at both sides of the fracture can be properly considered (e.g. bi-materials cracks). Spurious high frequency content in elastic fields at the vicinity of the crack tip can be reduced when appropriate dissipation terms are added. This could be achieved without important additional memory requirement (see Benjemaa et al. 2007, for more details). The comparisons with results of an independent finite difference method (Day et al. 2005) for spontaneous planar rupture case, as well as with results of a boundary integral method (Aochi et al. 2000) for a non planar rupture geometry, have revealed good agreements between the solutions, validating, thus, our approach for any kind of rupture geometry. The accuracy of the solution could be improved by either refining the mesh triangulation over the fault surface or using higher order schemes based for instance on a discontinuous Galerkin method. In fact, the finite volume approach we have applied, comes from previous formulations for the electromagnetic wave propagation modelling (Remaki 2000) and can be seen as a low-order discontinuous Galerkin method based on constant basis functions (P0). We expect the solution accuracy to be improved in such formulation as we move to higher orders, but we must be aware to keep the computational efficiency we have observed in the finite volume approach, which leads us to think that the order of interpolation inside each cell should not go beyond a space scheme of second order (P1 or P2). We envision a very promising efficient technique for seismic dynamic rupture modelling in the near future.
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