Seismic velocity changes, strain rate and non-volcanic tremors during the 2009–2010 slow slip event in Guerrero, Mexico
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SUMMARY
We use ambient noise cross-correlations to monitor small but reliable changes in seismic velocities and to analyse non-volcanic tremor (NVT) intensities during the slow slip event (SSE) that occurred in 2009 and 2010 in Guerrero. We test the sensitivity of the seismic velocity to strain variations in absence of strong motions. The 2009–2010 SSE presents a complex slip sequence with two subevents occurring in two different portions of the fault. From a seismic array of 59 seismometers, installed in small antennas, we detect a velocity drop with maximum amplitude at the time of the first subevent. We analyse the velocity change at different period bands and observe that the velocity perturbation associated with the SSE maximizes for periods longer than 12 s. Then a linearized inversion of the velocity change measured at different period bands is applied in order to determine the depth of the portion of the crust affected by this perturbation. No velocity change in the first 10 km is detected. Below, the velocity perturbation increases with depth, affecting the middle and lower crust. Finally, we compute the transient deformation produced by the SSE in an elastic model using the slip evolution recovered from the inversion of continuous GPS. The comparison between the velocity changes and the deformation suggests that the velocity change is correlated with the strain rate rather than with the strain. This result is similar to what was observed during the 2006 SSE in the same region and suggests a non-linear behaviour of the crust.

The velocity changes can be interpreted together with other observables such as NVTs. During the 2009–2010 SSE we measure NVT activity using continuous seismic records filtered between 2 and 8 Hz. We observe a correlation between velocity changes (for period band greater than 14 s) and tremor activity whereas no correlation exists between velocity changes and seismic noise energy measured at long periods. These observations suggest that both seismic velocity change and NVT can be used as indication of transient deformation at depth.
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1 INTRODUCTION
Non-volcanic tremor (NVT) and slow slip events (SSE) are observed in many active plate boundaries around the world (e.g. review of Schwartz & Rokosky 2007). SSEs are transient aseismic slips that contribute to release the accumulated elastic strain at the plate interfaces. SSEs are usually accompanied by NVT episodes, which are weak seismic signals of long duration, persistent in time and coherent over many stations (Obara 2002; Rogers & Dragert 2003; Obara et al. 2004). The data acquired on these two geophysical processes reveal a wide diversity of behaviours that vary from one region to another. For instance, in Cascadia and Southwest Japan subduction zones a clear temporal and spatial correlation between NVT and SSE has been observed and called episodic tremors and slip (ETS;
Rogers & Dragert 2003; Obara et al. 2004). In other subduction zones like Costa Rica (Brown et al. 2005), Alaska (Ohta et al. 2006; Peterson & Christensen 2009) and Mexico (Payero et al. 2008; Kostoglodov et al. 2010) the association of SSE and NVT does not seem systematic. Moreover, in areas like the Hikurangi subduction margin, New Zealand (McCaffrey et al. 2008; Delahaye et al. 2009) and the Boso Peninsula of Japan (Ozawa et al. 2007), even no NVT was observed during slow slip. However, the recent detection of NVT at the northern Hikurangi margin associated with the 2010 Gisborne SSE suggests that the thick accumulation of highly attenuating sediment in the accretionary wedge inhibits the NVT detection in some cases (Kim et al. 2011). According to the classification proposed by Obara (2011), SSEs in Mexico belong to long-term SSE considering their duration and their updip position in the trench as shown by Vergnolle et al. (2010) and Radiguet et al. (2011). Long-term SSEs are also observed in the Bungo Channel in Southwest Japan and trigger neighbouring down dip NVT activity (Hirose et al. 2010). The authors suggest that long-term SSE could activate down dip short-term SSEs, which could remain undetected by GPS, and synchronized with NVT. Besides, some studies locate tremors at the plate interface as suggested in Japan (e.g. Shelly et al. 2006; Ohta & Ide 2008), while in other studies it was proposed that they are located within the overriding plate like in Cascadia (Kao et al. 2005), Japan (Nugrah & Mori 2006) and Mexico (Payero et al. 2008). However this discrepancy in the depth of NVTs in those subduction zones may arise from the locating methods. Different mechanical processes are invoked to explain tremor’s generation, but an accurate NVT depth estimate is required to discriminate their possible physical models. The two predominant models of NVT, as described by Rubinstein et al. (2010) are: (1) frictional processes with shear rupture of some portion of a fault undergoing slow slip and (2) fluid processes, with fluid flow at the plate interface and within the overlying plate. For the later model dehydration from basalt to eclogite of the subducting slab would increase the fluid pressure causing sequence of hydraulic fracturing recorded at the surface as long and emissive seismic signals (Obara 2002). Rogers & Dragert (2003) argue that the resonating walls of fluid conduits near the plate interface could also produce tremor like signals recorded at the surface.

In the Guerrero region, Mexico, several observations suggested a complex behaviour of NVT activity in relation with SSEs. The 2006 SSE that occurred in the region had a significant seismic moment magnitude ($M_w = 7.4$) for the 2006 event according to Radiguet et al. 2011; Larson et al. 2007). During this SSE, the activity of the NVT increased but the NVT area was separated spatially from the slipping portion of the interface (Kostoglodov et al. 2010). Besides, significant SSE episodes occurred during the inter-SSE period (Kostoglodov et al. 2010). Finally, Rivet et al. (2011) observed a transient velocity change during this SSE that was strongly correlated with the maximum of the dilation rate induced by the SSE, and that they interpreted as a non-linear elastic response of the crust.

In this work we investigate the relation between seismic velocity changes, and the NVT activity during the 2009–2010 SSE. We will focus particularly on the relation between changes of velocity, the deformation produced by the SSE, and the NVT activity. For this purpose, we propose to use seismic velocity changes as a proxy of the strain rate.

The 2009–2010 SSE started in 2009 July (Walpersdorf et al. 2011). The surface displacements observed from the GPS time-series are lower than those observed during the 2006 SSE (Walpersdorf et al. 2011). However the slip duration for this SSE is longer, about 14 months against 6 months for the previous event. It also presents a more complex slip sequence. From GPS observations, Walpersdorf et al. (2011) and Radiguet (2011) showed that the SSE broke in two steps, with two separate portions of faults that have dislocated successively. The first event broke a patch of the subduction interface located in the southwest part of the Guerrero state and the second one started at the end of 2010 February and took place in the southeast part of Guerrero (Fig. 1). Zigon et al. (2012) proposed that this second subevent was actually triggered by teleseismic surface waves generated by the giant Mw8.8 Maule (Chile) earthquake of 2010. The 2009–2010 SSE is thus interesting in the sense that it allows to assess the sensitivity of the detection of small crustal velocity perturbation during this complex SSE, which has a smaller slip rate than the 2006 SSE (40 cm yr$^{-1}$ vs. ~70 cm yr$^{-1}$).

These observations of velocity change during the SSE are important for two reasons: first, velocity changes are clearly related to the strain rate perturbation produced at depth by the SSE. Secondly, using velocity changes as a proxy of the strain rate, we can investigate the relation between NVT and the state of deformation of the overriding plate.

## 2 DATA AND METHOD

### 2.1 Seismological data

We use seismic records from a temporary network of nine seismic mini-arrays deployed since 2009 in the framework of the French–Mexican G-GAP project (Table 1) complemented with four broadband stations of the Mexican National Seismological Service (SSN) network (Table 2). Four mini-arrays consist of a broad-band sensor (CMG40 of Guralp) in the centre, surrounded by six or three short period sensors with an aperture of approximately 150 m, for example, XALI mini-array (Fig. S1). The other five mini-arrays consist of groups of three to six short period sensors. Overall, we have 59 sensors (eight broad-band) located nearby the city of Iguala in the northern part of the Guerrero state (Fig. 1). Although we have a rather dense array, recording periods vary from one station to another and not always cover the entire duration of the SSE. We measure velocity changes for the period band between 2 and 27 s, however, most of the sensors we use in this study are short period sensors. At long period, the instrument responses of those sensors show an important bias in the phase and error in the amplitude of the signal. However, because these errors are constant over time, they do not affect the relative interstation phase shift we measure on the noise cross-correlations. Brenguier et al. (2008a,b) demonstrated the feasibility of using exclusively short period sensors to measure velocity changes on the San Ande fault in the Parkfield area and on the Piton de la Fournaise volcano at La Reunion island. In this analysis we make reliable measure down to 27 s using mainly short period sensors.

The procedure for data processing and computing seismic noise correlations in different period bands is described thereafter. After high-pass filtering, we eliminate portion of signals with amplitude greater than 10 times the standard deviation calculated for the day. We then apply spectral whitening between 1 and 30 s on all daily noise records. We bandpass filter continuous signals in two period ranges: 4–16 and 8–30 s. To remove small earthquakes, signals with amplitude greater than three times the standard deviation are then discarded. Finally, we apply 1-bit temporal normalization on the two sets of noise signals filtered in the period band 4–16 and 8–30 s. By doing so we prevent bias due to the 1-bit normalization that can
Figure 1. Inset: square is a study region, the Guerrero state, Mexico. Green triangles indicate the positions of broad-band seismic stations (SSN) used in our analysis. The red triangles show the positions of seismic mini array network consisting of a broad-band station surrounded by at least three short period sensors. The blue circles show the GPS stations. The shaded areas indicate the rupture areas of large earthquakes that occurred during the previous century. The dashed line represents the Middle America trench. The gray arrow shows the convergence rate between the Cocos and North America plates (DeMets et al. 1994). The colours represent the slip amplitude for the 2009–2010 SSE. Red and blue contours delimit the slip contours during the first subevent and the second subevent respectively (Radiguet 2011).

Table 1. List of the mini-arrays of the G-GAP seismic network.

<table>
<thead>
<tr>
<th>Station name</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Number of broad-band sensors</th>
<th>Number of short period sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMAC</td>
<td>18.6066</td>
<td>−99.3843</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>APAX</td>
<td>18.0913</td>
<td>−99.9490</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>ATLI</td>
<td>18.1963</td>
<td>−99.6853</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>XALI</td>
<td>17.9830</td>
<td>−99.5471</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>ATEN</td>
<td>18.1175</td>
<td>−99.1156</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>CACA</td>
<td>18.2147</td>
<td>−99.3422</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>COAC</td>
<td>18.1373</td>
<td>−99.1889</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>HUIZ</td>
<td>17.8119</td>
<td>−99.4797</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>TEO</td>
<td>18.3500</td>
<td>−99.8393</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>TOMA</td>
<td>18.3271</td>
<td>−99.4933</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2. List of the broad-band stations of the Mexican Seismological National Service used in this study.

<table>
<thead>
<tr>
<th>Station name</th>
<th>SSN array</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIG</td>
<td>18.2805</td>
<td>−100.3437</td>
<td></td>
</tr>
<tr>
<td>MEIG</td>
<td>17.9252</td>
<td>−99.6197</td>
<td></td>
</tr>
<tr>
<td>PLIG</td>
<td>18.3923</td>
<td>−99.5023</td>
<td></td>
</tr>
<tr>
<td>YAIG</td>
<td>18.8623</td>
<td>−99.0671</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. List of period bands used to filter cross-correlations before measuring velocity changes.

<table>
<thead>
<tr>
<th>Minimal period (s)</th>
<th>Maximal period (s)</th>
<th>Central period (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>5.50</td>
<td>4.75</td>
</tr>
<tr>
<td>5.0</td>
<td>6.80</td>
<td>5.90</td>
</tr>
<tr>
<td>6.0</td>
<td>8.00</td>
<td>7.00</td>
</tr>
<tr>
<td>7.0</td>
<td>9.56</td>
<td>8.28</td>
</tr>
<tr>
<td>8.0</td>
<td>11.00</td>
<td>9.50</td>
</tr>
<tr>
<td>9.0</td>
<td>12.30</td>
<td>10.65</td>
</tr>
<tr>
<td>10.0</td>
<td>13.70</td>
<td>11.85</td>
</tr>
<tr>
<td>11.0</td>
<td>15.15</td>
<td>13.07</td>
</tr>
<tr>
<td>12.0</td>
<td>16.50</td>
<td>14.25</td>
</tr>
<tr>
<td>13.0</td>
<td>17.90</td>
<td>15.45</td>
</tr>
<tr>
<td>14.0</td>
<td>18.90</td>
<td>16.45</td>
</tr>
<tr>
<td>15.0</td>
<td>20.00</td>
<td>17.50</td>
</tr>
<tr>
<td>16.0</td>
<td>22.00</td>
<td>19.00</td>
</tr>
<tr>
<td>17.0</td>
<td>23.30</td>
<td>20.15</td>
</tr>
<tr>
<td>18.0</td>
<td>24.70</td>
<td>21.35</td>
</tr>
<tr>
<td>19.0</td>
<td>26.00</td>
<td>22.50</td>
</tr>
<tr>
<td>20.0</td>
<td>27.00</td>
<td>23.50</td>
</tr>
</tbody>
</table>

Seismic velocity changes in the Earth’s crust indicate changes in the elastic properties related to the stress field variations in time. A
continuous monitoring of the seismic velocity within the crust thus provides a measure of the mechanical state of the crust. This continuous monitoring is achieved through the use of seismic noise, which illuminates continually the crust. The possibility to recover Green’s functions from the cross-correlations of random seismic wavefields such as seismic coda (Campillo & Paul 2003) and seismic noise (Shapiro & Campillo 2004) has been recently demonstrated. From the monitoring of the reconstructed seismic waves travel times it is possible to recover the relative seismic velocity change in the area of interest. A robust feature of this seismic noise based technique is that reliable measures of velocity changes can be achieved even when the full reconstruction of the Green’s function from the cross-correlation has not been reached yet (Hadziioannou et al. 2009; Weaver et al. 2009).

From continuous seismic noise records we compute correlations between all pairs of stations in the Guerrero region for consecutive periods of time. These correlations are calculated between vertical components over a 40-d window that is shifted every 10 d, from 2009 May to 2011 May. From the correlations computed from the vertical components of noise records, we retrieve mainly Rayleigh waves. Fig. S2 presents the 40-d cross-correlation functions computed between two broad-band stations and two short period sensors. The stability of the cross-correlations for the long period 8–30 s between short period sensors is compared to the one obtained from broad-band sensors. It can be observed that the bias in the phase introduced by the short sensors is constant and that later arrivals in the coda of the cross-correlations are stable over time.

The reference cross-correlation, for a given pair of stations is defined as the average of all correlations during the entire recording period. This reference can be interpreted as the average background state of the surrounding medium. Using the same approach as for repeating earthquakes (e.g. Poupinet et al. 1984), seismic velocity change is obtained from the comparison of the current cross-correlation function, computed for a given time, with the reference cross-correlation. Under the first-order assumption of a homogeneous perturbation in the crust, the relative difference in traveltime gives the relative change in the seismic velocity: \( \frac{dv}{v} = -\frac{dt}{t} \).

For any couple of reference cross-correlation and current cross-correlation functions, the time delay between the two signals is measured on the coda waveforms from multiply scattered waves. It exists two different approaches to measure these delays. First, the Stretching method proposed by Lobkis & Weaver (2003) in laboratory ultrasonics, consists in stretching the whole coda of the current signal by a factor \( \varepsilon \) until the correlation coefficient between this signal and the coda of the reference reaches a maximum. For this particular value of the \( \varepsilon \) we retrieve the temporal dilation \( \varepsilon = \frac{dv}{v} \). The distortion between two waves form is given by the maxima of the correlation coefficient if less than 1.

Second, the Multiple window Spectral Analysis method originally proposed by Poupinet et al. 1984, also called Doublets method (e.g. Brenguier et al. 2008a,b) measures apparent delays \( dt(t) \) within a series of short time overlapping windows at several distinct time \( t \). These \( dt(t) \) are determined from the phase shift measurements and a cross-spectrum analysis in the frequency domain. The slope \( \frac{dt}{t} \) of the distribution of \( dt(t) \) measures reveals a change in the medium \( \frac{dv}{v} = -\frac{dt}{t} \). A measure of a coherency between two windowed signals on the coda allows to eliminate signals with insufficient signal-to-noise ratio. In addition, a least-squares error is estimated for each distribution of \( dt(t) \) for every cross-correlations. In this approach, the delay is independent of the fluctuations of the energy spectrum of the correlation. Finally, we average the relative velocity changes for all pairs of stations and repeat this computation for different period bands. In the doublet method, the reliability of the velocity change measurements is estimated from both the coherency measured between the reference and the 40-d stacked cross-correlation functions and the statistical error of the linear regressions \( dt(t) \) averaged for all the correlations (Clarke et al. 2011).

A major limitation of the seismic noise correlation method to monitor geological structures comes from the irregular distribution of noise sources and their variations over time. Noise sources in the microseismic period ranges are mainly concentrated in oceanic regions (Stehly et al. 2006; Tanimoto et al. 2006; Koper et al. 2009; Stutzmann et al. 2009; Landes et al. 2010; Schimmel et al. 2011; Hillers et al. 2012) and depend on seasons and climatic events such as storms. In Supporting Information (see Fig. S3), we propose a study of the normalized background seismic energy flow and its variations over time in the period band we use in the velocity changes analysis.

Weaver et al. (2009) and Froment et al. (2010) showed that the anisotropic distribution of noise could produce an error of 1 per cent in the measurement of traveltimes for the ballistic waves reconstructed from the noise cross-correlations. On the other hand, the change in traveltime induced by a change in velocity of the medium is less than 1 per cent (e.g. Wegler & Sens-Schonfelder 2007; Brenguier et al. 2008a,b; Chen et al. 2010; Rivet et al. 2011). It is therefore essential to overcome the bias introduced by seasonal variations of noise sources.

To reduce the errors caused by possible variations of the noise source positions, we measure the traveltime delays on coda waves of the correlations. The coda window is defined between 5 s after the arrival of the direct wave and 90 s. The coda is made up of diffuse waves scattered on the heterogeneities of the crust and thus tend to lose the source signature. Traveltime delay measured within the coda is less sensitive to source variations.

### 2.3 Selection of correlations based on their signal-to-noise ratio

We use the signal-to-noise ratio estimations to make an automatic selection of daily correlations. From the reference correlation computed between two stations, we measure the time of the maximum of the envelope signal. This gives us a good approximation of the position of the Rayleigh wave reconstructed for each daily correlation. We then calculate the ratio between the Rayleigh wave amplitude and the amplitude of the incoherent signal (noise) for each daily correlation. The Rayleigh wave average amplitude is calculated on a 20 s window centred on the maximum amplitude; the average amplitude of the incoherent signal is measured for long time lapse on a window of 50 s between 190 and 240 s of the correlation signal. Daily correlations with a signal-to-noise ratio greater than 1.5 are then averaged over periods of 40-d with an overlap of 10-d to obtain stable traces with higher signal-to-noise ratio. Fig. S4 presents daily cross-correlations for the AMAC3–APAX4 pair of stations before and after the selection based on the signal-to-noise ratio. By averaging the daily correlations over 40-d, the signal-to-noise ratio increases by a factor \( \sqrt{40} \approx 6 \). We thus expect the stacked signals to reach a signal-to-noise ratio greater than 10.

### 2.4 Reliability of the velocity change measurements

The seismic network used in this study consists of broad-band and short period stations belonging to two separate networks with
important variations over time of the number of stations available. We use both the Multiple Window Spectral Analyse method and the Stretching method described above to check the reliability of our velocity change measurements. Changes over time are estimated from all 40-d stacks of cross-correlations in the 8–20 s period band. The results obtained with both methods are in good agreement (Fig. S5). This confirms the robustness of the measured traveltime changes despite the large variations over time of the number of pairs of stations (Fig. 2c).

Weaver et al. (2011) established a theoretical expression to estimate the error of velocity change computed on noisy measurements. This expression is a function of the central frequency, the bandwidth, the length of the windowed coda and the coherency between the stretched correlation at a given time and the reference one. For correlations computed from consecutive period of 40 d of noise at 8–20 s period band, using the theoretical expression of Weaver et al. (2011) we find that the velocity change fluctuation due to the noisy component of the signals we use is $1.8 \times 10^{-3}$ while the largest variation observed during SSE reaches $8 \times 10^{-3}$.

3 RESULTS

A long-term variation of seismic velocity is observed during the SSE (Fig. 2). This SSE does not emit any seismic waves susceptible to affect the surface layers of the crust and cause superficial velocity change. Similarly to the 2006 SSE (Rivet et al. 2011), the 2009–2010 SSE affects the medium at depth only through the slow deformation it produces. However the GPS time-series during this SSE show that the SSE had a complex slip sequence with two portions of the fault that slipped successively (Radiguet 2011; Walpersdorf et al. 2011). Fig. 2(a) presents the surface displacements during the SSE at the GPS stations CPDP and CAYA (GPS locations are shown in Fig. 1). The first subevent that occurred on

Figure 2. Comparison between the seismic velocity perturbation and the 2009–2010 SSE. (a) Time-series of daily north–south displacements recorded at CPDP (red) and CAYA (green) GPS stations with respect to ITRF2008 (Altamimi et al. 2011) and cumulated slip over 10 sequential days (dashed line) at the plate interface below APAX station (Radiguet 2011). (b) Seismic velocity change measured using the Doublets method from the vertical components of the correlations measured between pairs of stations at 15–20 s period band. The red bracket indicates the largest variation observed between 2009 September and November. Error bars represent the average least-squares error on the linear regressions of $d(t)$ computed to measure the relative velocity change $dv/v$ in the Doubulet method. (c) Number of pairs of stations used to perform the velocity change measurement as a function of time. The red and green dashed lines represent respectively, the initiation of the first and second subevent of the SSE.
the western part of the Guerrero subduction interface produced a slip that started in mid-2009 and was detected on CAYA station, whereas the second subevent, that happened on the eastern part produced a slip that started in early 2010 March and was detected on stations located to the east, for example, CPDP. Fig. 2(b) shows the seismic velocity evolution estimated in the 15–20 s period band during the SSE. We observe a decrease of about 0.8 per cent of the seismic velocity between 2009 September and November during the first subevent. The seismic velocity changes observed here do not correlate with the number of available station pairs (Fig. 2c). Besides, to verify that the velocity change at long period is reliably measured using mainly short period sensors, we compare the velocity change from seven broad-band stations with the velocity change measured from 51 short period sensors (Fig. S6). Despite higher fluctuation of the velocity change measurements due to a limited number of correlations, the main perturbation between 2009 September and November is detected for each subset of stations.

Radiguet (2011) was able to model the evolution of the slip on the subduction interface during the SSE (Fig. S7) from the GPS time-series inversion using the Principal Component Analysis Inversion Method (PCAIM) developed by Kositsky & Avouac (2010). Through a comparison between the variations of seismic velocity (Fig. 2b) and the slip velocity of the SSE (Fig. S7), we observe that the major reduction in wave speed corresponds to the period of highest slip rate between 2009 September and November.

3.1 Seismic velocity changes at different frequency bands

To constrain the extension of the velocity perturbation at depth, we measure the seismic velocity changes using the records filtered in different period bands listed in Table 3, from 4–5.6 to 20–27 s (Fig. 3). It has been shown both theoretically and observationally that the seismic coda has average properties described by the equipartition of the propagation modes (Hennino et al. 2001; Margerin et al. 2009). As a result, the coda recorded at the surface is dominantly composed of surface waves. In the case of noise cross-correlations computed from the vertical component records, we recover mainly Rayleigh waves. The global sensitivity of coda wave to velocity changes at depth in a given time window depends on the proportion of the traveltime spent as each type of waves for all contributing paths. At the first order, we consider only the dominant surface waves and we expect that the traveltime delays measured on the coda of the cross-correlation functions depend on periods similarly to the surface waves: shorter periods are sensitive to shallower structures while longer periods sample deeper in the crust. This hypothesis is supported by numerical tests on the sensitivity of coda waves delayed by a velocity change at depth (Obermann et al. 2013). The authors investigated the sensitivity at depth of the coda waves to local velocity perturbation in a 2-D numerical wavefield simulation. They showed that the depth sensitivity of the coda waves is a combination of bulk-wave sensitivity and surface wave sensitivity. The partitioning ratio of bulk and surface wave sensitivities depends on the lapse time in the coda among other factors. Surface waves dominate the coda sensitivity for about six mean free times, while body waves dominate the later coda. The Earth’s crust is a weakly scattering medium with long mean free times for long period seismic waves (e.g., > 5 s)—in fact teleseismic records indicate that the long-period waves remain coherent for long traveltimes. Working at low frequency and at early times in the coda as it is done here implies that our observations of velocity changes can be interpreted using the sensitivity of surface wave. Therefore, the depth sensitivity of the velocity change measurements during the SSE can be approximated by surface waves sensitivity. Velocity variations obtained for periods around 14 s have a high sensitivity within the middle crust but this sensitivity decreases towards the subduction interface (~40 km in Guerrero, Fig. S8). Therefore, variation in speed measured at around 14 s period indicates a significant change of the medium induced by deformation at mid-crustal depth.

During the 2009–2010 SSE for central periods smaller than 8 s, velocity fluctuations are smaller than the noise level (~0.1 per cent) implying that we detect no measurable seismic velocity variations (Fig. 3a). On the other hand, for wave speed variations calculated at periods between 8 and 18 s of central period, there was a rapid decrease of the seismic velocity in 2009 July. Although this variation has large amplitudes (~0.8 per cent), the perturbation disappeared after about 3 months. It is impossible to detect precisely the onset of this perturbation because no sufficient data were acquired before 2009 July. After the velocity rises close to its average value in August, a long and major seismic velocity decrease affects the medium between 2009 September and November. This perturbation that reaches ~0.8 per cent is particularly visible between for all period bands between 12 and 24 s of central period. At longer period, beyond 24 s, it is possible that this decrease of velocity still exists. However, with our data set dominated by short period sensors, the measurement of the velocity perturbation becomes unstable at long periods. Besides, weak scattering at long period limits the signal-to-noise ratio in the coda because of the lack of late energetic arrivals, which would accumulate delays large enough for precise measurements.

We can distinguish another velocity change of smaller amplitude (~0.4 per cent) in 2010 March, observed between 12 and 24 s of central period. This change may reflect the slip initiation of the second subevent. Unlike for the main perturbation of the velocity, the slip model proposed by Radiguet (2011) does not have enough resolution to relate this last velocity variation to a clear episode of high slip rate. Fig. 3(b) represents the average least-squares error on the linear regressions of $d/v(t)$ computed to measure the relative velocity change measure $d/v$ in the Doublet method. At the time and within periods band of the dominant perturbation, that is, from 2009 September to November and between 12 and 24 s period, the error is stable and varies between 0.1 and 0.2 per cent (Fig. 3b). This confirms the reliability of the velocity changes observed between 2009 September and November and in 2010 March.

To ensure that the measured velocity variations are independent of the variations of the noise energy, we compute the correlation coefficients between the velocity variations and the noise energy measured at 10–20 s period band. The noise energy is estimated from the squared velocities of the vertical component for stations ARIG, ATLI and APAX and then is averaged over these stations. A median filter of 40-d time window was applied to the long period noise signal. Figs 4(a)–(c) shows the evolution of both the noise energy and the seismic velocity variations calculated for three different period ranges 5.0–6.8, 13–17.9 and 19–26 s with central period, respectively, of 5.9, 15.4 and 22.5 s. Fig. 4(d) summarizes the correlation coefficients for all velocity change measured for the 17 period bands listed in Table 3. The correlation coefficient is close to zero at periods longer than 12 s for which we observe a velocity change. The correlation between changes in the wave speed and noise energy is somewhat higher for shorter periods between 6 and 8 s for which we do not observe velocity change during the SSE. This analysis shows that the observed seismic
velocity variations are insensitive to fluctuations of the noise energy at period ranges that were used to measure them. Therefore, they are likely to be related to changes of mechanical properties at depth.

3.2 Depth dependence of the seismic velocity changes

In order to estimate what parts of the crust are affected by the seismic velocity perturbation, we perform an inversion of the velocity variations obtained at different period bands to obtain the
velocity variation as a function of depth. Because the observed velocity variations have small amplitudes, we use a linearized approach (e.g. Aki & Richards 2002), implemented by Herrmann (2002) in his ‘Computer Programs in Seismology’. The initial dispersion curve is computed with the 1-D velocity model proposed by Campillo et al. (1996). From this velocity model we compute the phase velocity dispersion curve of Rayleigh waves. This initial dispersion curve is then modified to take into account the relative velocity changes measured previously at different period bands. After a linearized inversion of this modified dispersion curve, we obtain the S-waves velocity differences between our initial model and the final model as a function of time and depth (Fig. 5a). We compute the resolution matrix of the inverse problem (Fig. S9) to estimate the robustness of our inversion.

The observations of wave speed variations are up to 23.50 s of central period. The resolution matrix shows that this gives a satisfactory resolution down to 20 km and thus we can see that the velocity perturbation does not affect the first 10 km of the crust (Fig. 5a). Fig. S10 shows the perturbation of S-wave velocity as a function of depth at four dates indicated as i, j, k, l in Fig. 5(a). This inversion of the velocity changes at depth shows that the shallow part of the crust is not involved in the velocity decrease that maximizes in the mid-lower crust.

3.3 Elastic modelling of the 2009–2010 SSE

The velocity perturbation at periods longer than 12 s reaches its maximum in 2009 October and then recovers to its average value after 2 months. On the other hand, the first subevent of the 2009–2010 SSE slip sequence lasted approximately 8 months and the second subevent lasted 6 months. Rapid relaxation of the velocity perturbation in comparison with the slip duration suggests that the change in wave speed in not related directly to the strain produced by the SSE.

To better understand the origin of the velocity change in term of perturbation of the mechanical properties, we computed a quasi-static time evolution of the 3-D elastic strain field associated with the 2009–2010 SSE. We used an elastic 3-D finite-difference code (Olsen et al. 2009) with the following model settings: the 2-D velocity structure below the Guerrero province (Iglesias et al. 2010), the geometry of the subduction interface determined from receiver function analysis (Pérez-Campos et al. 2008), and the slip model of the 2009–2010 SSE (Radiguet 2011). We focus in particular on volumetric strain or dilation because it affects both the velocities of $P$ and $S$ waves that form Rayleigh waves.

We perform a spatial average of the dilation beneath our seismic network for each depth. We then average over the 40-d time window to obtain the daily rate of the dilation presented in Fig. 5(c). We observe that the maximum rate of dilation occurred from 2009 September to November, at the time when the seismic velocity perturbation reached its maximum (Fig. 5a). In addition, the duration of the velocity perturbation is of the same order of the duration of the high strain rate episode. Another variation of seismic wave speed is observed at the time of the slip initiation of the second subevent (2010 March) that is also associated with an increase in the dilation rate. In this case, the dilation rate remains high and lasts longer than the velocity perturbation. However, the slip model is not accurate enough to resolve well a low amplitude slip at the beginning of the second subevent slip sequence. Nevertheless a relationship between seismic velocity changes and strain rate produced by the SSE is rather evident. Rivet et al. (2011) observed the same correlation for the 2006 SSE in Guerrero region using a data set from a different seismic network (the Meso American Seismic Experiment). The observed velocity variations suggest that mechanical properties of the upper plate are affected by the strain rate changes produced.
3.4 Relation between the seismic velocity changes and the NVTs

In Section 3.3, we argued that the velocity changes could be seen as a proxy of the strain rate changes in the overriding plate crust. Based on these observations, we propose to use temporal velocity anomalies at depth as a proxy of the strain rate changes in the overriding plate crust.

During the SSE, based on these observations, we propose to use temporal velocity anomalies at depth as a proxy of the strain rate changes in the overriding plate crust.

Figure 5. (a) S-wave relative velocity changes as a function of depth. Velocity change at time \(i, j, k, l\) are shown Fig. S10. (b) Non-volcanic tremor energy at ARIG station estimated at frequency range between 2 and 7 Hz. Median filters over 4 d (blue curve) and 40-d (red curve) were applied to the noise energy. (c) Evolution of dilation per day \(\varepsilon_{ii} / \text{day}\) averaged over a period of 20 d computed in an elastic medium from the SSE slipping model (Radiguet 2011).

3.4 Relation between the seismic velocity changes and the NVTs

In Section 3.3, we argued that the velocity changes could be seen as a proxy of strain rate in the crust. If this hypothesis is true, it may imply some relations between velocity changes and other transient phenomenon such as NVTs. In this section, we further investigate the relation between the observed seismic velocity changes and the NVT activity at the seismic station ARIG (see map Fig. 1). The NVT energy is estimated from the squared velocities of the vertical component and is dominant in the frequency band between 2 and 7 Hz (Fig. 5b). Two different median filters were applied to the time-series. The first one is a short 4-d median filter that highlights short duration high energy NVT activity. The second median filter,
calculated on 40-d time windows, is used in order to compare NVT activity with both variations in seismic velocity perturbation and volumetric strain estimated in the same period of time. This long time window avoids the influence of short and very strong events (e.g. Husker et al. 2010; Kostoglodov et al. 2010; Zigone et al. 2012). From 2010 mid-September to December, the level of activity is high compared to the baseline level of the background activity (about 50 dB). This period of high activity coincides with both the drop in seismic velocity produced by the first subevent (Fig. 5a), and the maximum strain rate (Fig. 5c). This suggests that the tremor activity, along with a decrease in seismic wave velocity, is related to the slip rate at the interface during the SSE. However, several periods of strong tremor activity are observed at other times for which slip is not clearly detected. These activities have characteristic durations of the order of 10 d, shorter than the duration of the NVT high activity during the velocity change observed from mid-September to December. It can be noted that moderate SSE ($M_w < 6$) can hardly be distinguished in GPS time-series.

To evaluate carefully the relation between velocity changes and NVT activity we compare the evolution of the seismic velocity changes with the median NVT energy, both estimated on 40-d time windows of continuous seismic signals. We first measured the tremor activity between 2009 and 2011 from the average of the energy measured at three stations, ARIG, ATLI and APAX located in the northern part of Guerrero state, where NVTs are usually detected (Payero et al. 2008; Husker et al. 2012; Zigone et al. 2012; see the Supporting Information for details). Figs 6(a)–(c) show the evolution of both the energy of the tremor and the seismic wave speed variations calculated for three different period ranges with central periods, respectively of 5.9, 15.4 and 22.5 s. Notice that the similarity between the seismic velocity change and the NVT energy variations degrades at short periods. This is illustrated in Fig. 6(d) that shows the evolution of the correlation coefficients between changes in seismic velocity at different period bands (Table 3) and energy of tremors. This measure helps to quantify the relationship between these two observables. For periods less than 12 s, the velocity variations are weakly correlated with the energy of tremors; the correlation coefficient is less than 0.4. Beyond 14 s of central period, the correlation between the two measures increases and reaches 0.7 at around 16 s. Then the correlation stabilizes at 0.6 at longer periods. This comparison confirms a close relation between the seismic velocity change and the NVT activity, in the period range for which we have identified variations in velocity produced by the SSE (i.e. between 14 and 24 s).

4 DISCUSSIONS

4.1 Velocity changes associated with a complex SSE

The analysis of the velocity variations associated with the SSE of 2009–2010 shows that slow deformations affect the seismic velocities in the crust. Indeed, the maximum rate of mid-lower crustal dilation coincides with a distinctive reduction of the seismic wave velocity. A similar observation was previously reported for the 2006 SSE (Rivet et al. 2011), however in the case of the 2009–2010 SSE, the slip sequence was more complex. These new observations of velocity changes confirm the link between waves speed variations and rate of deformation.

Walpersdorf et al. (2011) and Radiguet (2011) showed that the first subevent of the 2009–2011 SSE slip sequence occurred west of the seismological network with an amplitude 1.5 times larger than the second subevent that initiated east of the network 10 months later (Fig. S5). Due to the location of the seismic network relative to the slipping zones, we expected that the network would be more sensitive to perturbation related to the first rather than the second subevent. Indeed, it appears that the change in wave speed measured during the first subevent is larger than during the later that produced a slight decrease in the seismic velocity at its initiation in 2010 March. At this time, the velocity perturbation is about three times
lower than during the first subevent. Similarly, the rate of dilation observed for the second subevent is also about three times lower than the first subevent. This similarity between speed variation and strain rate suggests that the velocity variations could be used as a first-order indicator of the dilation rate within the crust.

4.2 Insights into the non-linear behaviour of the crust

The short durations of the velocity perturbation (~2 months) in comparison to the elastic strain increase suggests that the velocity is not linearly related to the strain in the medium. Besides the magnitude of the velocity perturbation is of the order of $10^{-3}$, while the strain involved are of the order of $10^{-6}$. In linear elasticity, the velocity changes should be of the same order as the dilation (see Supporting Information). We propose to interpret observations of seismic velocity changes in the framework of non-linear elasticity. The dynamics of the rearrangement of cracks, pores and bonds between hard grains may explain the decrease of elastic modulus observed in laboratory experiments on rock samples under dynamic loading (Ostrovsky & Johnson 2001). The non-linear effects are usually observed for a deformation greater than $10^{-6}$ and typically produce a rapid decrease of the velocity followed by a slower and gradual return to the baseline level (TenCate & Shankland 1996; Johnson & Jia 2005; Johnson & Sutin 2005). These non-linear effects may be strongly enhanced by an increase in the pore pressure (Johnson & Jia 2005). In Guerrero, the typical volumetric strain produced by SSE is of the order of $10^{-6}$, which is the threshold for non-linear elastic behaviour in laboratory experiments. Besides, fluids released in the crust due to metamorphic dehydration and high pore pressure (Jodicke et al. 2006; Song et al. 2009) could increase the pore pressure and contribute to the non-linear behaviour of the crust. During SSEs, small stress drop of 0.1–0.2 MPa (Radiguet et al. 2012), which are 10–100 times less than for regular earthquakes, suggest high pore pressure and low effective normal stress at the subduction interface. As proposed by SSE frictional models, an increase in dilation occurring simultaneously with the SSE tends to reduce this high pore pressure at the interface, and thus acts as a strengthening force, favouring steady slip (e.g. Segall et al. 2010) and preventing the plate interface to become dynamically instable. Finally poroelasticity may also contribute to the decrease of the observed seismic velocity and its recovery since it affects large-scale fluid motions within the crust.

4.3 A complex relation between NVT and SSE

In most subduction zones where SSEs have been detected, they are associated with NVT episodes. The tremor often occurs in the close vicinity of the SSE, like in Cascadia (Gomberg et al. 2010), Nankai (Japan) (Hirose & Obara 2010) and Alaska (Peterson & Christensen 2009). Bartlow et al. (2011) showed recently that during the 2009 SSE in Cascadia, the tremors concentrated in areas where the slow slip rate was maximal, following the slip front. The authors interpret these tremors as frictional heterogeneities that reach a slip velocity adequate for the emission of seismic waves. In Guerrero, a comparison between NVT epicenters and the area of slow slip at the subduction interface during the 2006 SSE shows that a relatively small cluster of tremors is triggered by the sliding front of the SSE, and are probably related to the shear stress accumulation (Husker et al. 2012). This particular NVT cluster represents only a small fraction of the entire tremor activity. In terms of seismic energy, these NVT are two to three times less energetic than those occurring farther north, outside of the 2006 SSE area (Payero et al. 2008; Kostoglodov et al. 2010; Husker et al. 2012). It is thus difficult to explain most of NVT in the Guerrero subduction zone by mechanical models that describe tremors as a result of frictional instabilities at the interface of the slipping zone during SSE (Obara & Hirose 2006; Shelly et al. 2006, 2007; Ide et al. 2007; Kao et al. 2007; Brown et al. 2009; Ghosh et al. 2009; La Rocca et al. 2009; Larmat et al. 2009). Seismological and geodetic observations in Guerrero do not support this model and different explanations are needed to explain the spatial and energetic non-conformity of NVT associated to SSEs.

4.4 Relation between NVTs, SSE and seismic velocity changes

In Guerrero, the observations of a reduction of the seismic velocity extending at depth in the crust during the SSEs in 2006 and 2009–2010 indicate that the crust undergoes volumetric strain rate high enough to induce non-linear elastic response. The analysis of the 2009–2010 SSE shows that there is a significant correlation between the NVT activity and the variations of the seismic wave speeds suggesting that these two different and independent observations can be linked to a single mechanism. The correlation between velocity change and NVT energy suggests that the increase in dilatation caused by the SSE can produce simultaneously the drop of velocity within the crust and enhanced NVT activity, either at the subduction interface or on secondary faults and cracks in the crust. This activity could be linked to changes of effective pressure during the SSE as suggested by recent mechanical models involving dilatancy (Segall et al. 2010). Furthermore, high rate dilation can affect areas away from the slipping plate interface and therefore might enhance NVT activity distant from the main fault (SSE slipping zone).

For the periods without large SSEs, Vergnolle et al. (2010) and Zigone et al. (2012) highlighted the coincidence of high strain rate periods, as revealed by careful analysis of GPS time-series, with the occurrence of NVTs. Zigone et al. (2012) showed that the increase of NVT activity in Guerrero was associated with some peaks of displacement velocity of the American Plate in the southern direction, indicative of slow slip episodes.

The correlation between temporal variations in seismic speed and tremor activity (Fig. 6), and their apparent relation with the 2009–2010 SSE suggests that the crustal velocity changes as well as NVT episodes are related to the increases of strain rate associated with SSEs and can be considered as markers of the SSEs barely detected with GPS. However, the hypothesis that high frequency NVT themselves could produce a velocity decrease in the lower crust cannot be discarded. Recent laboratory experiments (Johnson et al. 2012) suggest that insonation at high frequency of a rock sample produces a reduction of the elastic parameters. Further quantitative studies are needed to evaluate the expected threshold of amplitude for the non-elastic behaviour and to evaluate how far the shaking from tremor could be responsible for a velocity reduction.

5 CONCLUSION

The results obtained in this study are in good agreement with those obtained previously for the 2006 Guerrero SSE and confirm that the crust presents a non-linear behaviour when subject to relatively low strain. Through the study of waves speed variations produced by the 2009–2010 SSE, we show that the relative velocity change is a robust measure that is correlated with the dilation rate at depth.
With the new data acquired during the 2009–2010 SSE, we study simultaneously changes in wave velocity and the energy of NVTs. A good correlation between NVTs activity and velocity changes during 2009–2011 suggests a relation between the deformation of the overriding plate and the NVTs. A joint analysis of these various observations highlights the importance of the strain increase within the crust, which is associated with velocity decrease and NVT occurrence. These observations suggest that both NVTs and seismic speed variation can be used as a proxy of the strain rate at depth.
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SUPPORTING INFORMATION

Additional Supporting Information may be found in the online version of this article:

Figure S1. Mini array XALI deployed during the G-GAP campaign. Six short period sensors (red triangles) surround a single broad-band sensor (yellow triangle).

Figure S2. Forty-day stacked cross-correlation functions for broad-band receiver pair APAXB-XALIB (a) and short period sensors APAX2-XALIB (b). The cross-correlation functions are filtered between 8 and 30 s and normalized in amplitude.

Figure S3. Normalized amplitude of the noise energy flux as a function of azimuth and time, for period ranges between 4 and 9 s (a) and between 9 and 16 s (b). Periods of missing data are shown in black. The dominant noise in terms of energy comes from the Pacific Ocean (between 140° and 300° azimuth).

Figure S4. Selection of daily correlations with signal-to-noise ratio greater than 1.5. (a) Set of all the daily correlations for AMAC3-APAX4 stations before selection. (c) The same set as (a) but after selection of correlation with signal-to-noise ratio greater than 1.5.

Figure S5. Comparison of the seismic velocity change for [8–20] s period band measured using, on the one hand, the method of doublets (blue curve) and on the other hand, the Stretching method (red curve). Consistency is shown for the Doublet method only. The red and green dashed lines represent respectively, the initiation of the first and second subevent of the SSE.

Figure S6. Seismic velocity change at (15–20 s) period band measured from the vertical components of noise cross-correlations computed from (a) seven broad-band sensors and (b) 51 short period sensors. (c) Time-series of daily north–south displacements recorded at CPDP (red) and CAYA (green) GPS stations with respect to ITRF2008 (Altamimi et al. 2011). The red and green dashed lines represent respectively, the initiation of the first and second subevent of the SSE.

Figure S7. Cumulated slip over the period of 50 sequential days during the 2009–2010 SSE obtained from the slow slip model computed by inversion of GPS time-series Radiguet (2011). The colourbar is saturated to 0.03 m, the maximum cumulated slip between September 10 and October 30 reaches 0.07. Small black arrows indicate the slip direction between S and SSW. The time periods are annotated on the top of each plot. Red triangles represent the G-GAP mini-arrays seismic stations used in this study. The red bracket indicates the slip period during which the slip velocity reached its maximum.

Figure S8. Sensitivity of the Rayleigh waves at 14 s period computed in the velocity model of the structure below Guerrero taken from Iglesias et al. (2010).

Figure S9. The resolution matrix of the inverse problem shows how the velocity variations at different depth are retrieved by the inversion. A value of one on the diagonal of the matrix would represent a perfect recovery. Here, we see the spreading over different depth. Deeper velocity variations are not well retrieved.

Figure S10. Inversion at depth of the S-wave relative velocity changes for four different times indicated by the lines i, j, k, l, in Fig. 5(a).

Figure S11. Evolution of the dilation rate modelled at 30 km depth (a). Median over 4 d (b) and 40 d (c) of the seismic noise energy between 2 and 7 Hz corresponding to the frequency range at which we detect non-volcanic tremors for ARIG (blue), APAX (black) and ATLI (red) seismic stations (see Fig. 1 for the station location reference).
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