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D finite-difference dynamic-rupture modeling along nonplanar faults
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ABSTRACT

Proper understanding of seismic emissions associated with the
growth of complexly shaped microearthquake networks and
larger-scale nonplanar fault ruptures, both in arbitrarily hetero-
geneous media, requires accurate modeling of the underlying dy-
namic processes. We present a new 3D dynamic-rupture, finite-
difference model called the finite-difference, fault-element
�FDFE� method; it simulates the dynamic rupture of nonplanar
faults subjected to regional loads in complex media. FDFE is
based on a 3D methodology for applying dynamic-rupture
boundary conditions along the fault surface. The fault is dis-
cretized by a set of parallelepiped fault elements in which specif-
ic boundary conditions are applied. These conditions are applied
to the stress tensor, once transformed into a local fault reference
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rame. Numerically determined weight functions multiplying
article velocities around each element allow accurate estimates
f fault kinematic parameters �i.e., slip and slip rate� independent
f faulting mechanism. Assuming a Coulomb-like slip-weaken-
ng friction law, a parametric study suggests that the FDFE meth-
d converges toward a unique solution, provided that the cohe-
ive zone behind the rupture front is well resolved �i.e., four or
ore elements inside this zone�. Solutions are free of relevant

umerical artifacts for grid sizes smaller than approximately
0 m. Results yielded by the FDFE approach are in good quanti-
ative agreement with those obtained by a semianalytical bound-
ry integral method along planar and nonplanar parabola-shaped
aults. The FDFE method thus provides quantitative, accurate re-
ults for spontaneous-rupture simulations on intricate fault
eometries.
INTRODUCTION

The permeability of oil reservoirs represents one of the most
rominent characterization parameters for hydrocarbon production.
his parameter evolves with time during oil extraction as a result of
icroearthquake activity and rock compaction induced by hydraulic

tress changes �Royer and Voillemont, 2005�. The variation of per-
eability may induce fluid migration and extraction mitigation. A

eismicity-based methodology allowing global reservoir character-
zation may help track fluid migration and adapt exploitation strate-
ies �Shapiro et al., 2002; Shapiro et al., 2005�. The dynamic growth
f complexly shaped fracture networks is thus a fundamental issue
hat should be understood. In the last few years, efforts have been

ade to develop new 3D numerical methods when considering non-
lanar rupture propagation. Important implications in the fracture
nergy balance have been identified when the rupture front abruptly
hanges its direction of propagation �Adda-Bedia and Madariaga,
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005; Madariaga and Ampuero, 2005; Vilotte et al., 2005�. Conse-
uently, the absence of realistic fault geometries when modeling real
ata may result in misleading conclusions, especially when inter-
reting seismic emissions.

Fault interaction and branching may be enhanced by specific re-
ional loads �Aochi et al., 2002; Oglesby et al., 2003; Ando et al.,
004; Aochi et al., 2005�. In these cases, rupture propagation is gov-
rned mainly by the friction parameters, the rupture velocity, and the
rientation of fault branches, which entirely determine the two com-
eting forces: the fault strength and the shear stresses ahead of the
upture front �Kame et al., 2003; Cruz-Atienza et al., 2004; Aochi et
l., 2005�. The dynamic fault-normal stress changes translated into
trength fluctuations are often negligible in realistic nonplanar rup-
ure conditions if they occur far from the free surface �Aochi et al.,
000a; Aochi and Fukuyama, 2002�.Almost all of these results have
een obtained with boundary integral methods �BIE�, which are
ighly adapted and accurate approaches for solving geometrically
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SM124 Cruz-Atienza et al.
omplex problems. However, most of them may become rapidly ex-
ensive because the spatiotemporal convolution involved in the in-
egral equations often requires a total calculation time proportional
o the square of the number of grid elements multiplied by the num-
er of time steps. Moreover, they use analytical Green functions,
hich directly depend on properties of the propagation medium; so
nly homogeneous full spaces can be considered. In other words,
eedback interactions between the source and its environment are
trongly constrained to simple, often unrealistic conditions.

On the other hand, standard and spectral finite-element methods
e.g., Oglesby, 1999; Aagaard, 2000; Ampuero and Vilotte, 2002;
ilotte et al., 2005; Ely et al., 2006�, which handle arbitrarily hetero-
eneous media as finite-difference methods do, are generally com-
utationally intensive. This limitation has prevented scientists from
xploring systematically different mechanical models in large-scale
arthquake simulations to perform statistical analysis of results. A
romising, fast, and accurate 2D dynamic-rupture, finite-volume
echnique is proposed by Benjemaa et al. �2007�. This technique
andles unstructured mesh refinement around nonplanar free surfac-
s and faults embedded in arbitrarily heterogeneous materials. Nev-
rtheless, until the 3D extension exists, it cannot be used to analyze
eismic data.

For many years, finite-difference methods have been used for
odeling earthquake rupture dynamics on planar faults �Andrews,

976b; Madariaga, 1976; Mikumo and Miyatake, 1978; Day, 1982;
irieux and Madariaga, 1982; Olsen et al., 1997; Madariaga et al.,
998�. Nonuniform grid spacing has allowed Mikumo and Miyatake
1993� to study rupture processes of real earthquakes on planar dip-
ing faults. A similar technique is proposed by Zhang et al. �2006�
sing the standard staggered grid �Madariaga, 1976; Virieux, 1986�.
few years ago, Cruz-Atienza et al. �2002� introduced a finite-dif-

erence approach capable of modeling the dynamic rupture of arbi-
rary nonplanar faults �for details, see Cruz-Atienza and Virieux,
004�. Preliminary results in three dimensions with this model were
rst obtained for the 1992 Landers �Mw = 7.3� earthquake, consid-
ring its real geometry �Cruz-Atienza et al., 2004�.

However, recent validation efforts conducted for the dynamic-
upture problem have revealed that several well-established numeri-
al models have important accuracy problems �Harris and Archu-
eta, 2004�, especially those finite-difference approaches describing
he source with a thick-fault numerical discretization �Dalguer and
ay, 2006�. Most of the methods mentioned above belong to this

amily of approaches. Particular attention should then be paid when
sing them and, even more, when introducing new methodologies
nspired by the thick-fault strategy. Validation of these methods
hould necessarily include comparisons with completely indepen-
ent methods, such as semianalytical boundary integrals or spectral-
lement approaches.

In this paper, we introduce, analyze, and validate, in three dimen-
ions, the finite-difference methodology proposed by Cruz-Atienza
nd Virieux �2004� in two dimensions. Thus, our approach allows
he dynamic-rupture simulation of 3D nonplanar faults embedded in
rbitrarily heterogeneous media and governed by slip-dependent
riction laws.

We first state the elastodynamic equations for the dynamic-rup-
ure problem and the way rupture boundary conditions are applied in
ur 3D finite-difference technique. After a convergence analysis in
erms of the cohesive-zone resolution, we validate the methodology
y comparing results for spontaneous slip-weakening ruptures along
lanar and nonplanar �curvilinear� faults against those obtained with
n independent BIE approach �Aochi et al., 2000b�. This compari-
on shows that our finite-difference rupture model, based on a thick-
ault source description, is accurate enough to perform these com-
lex simulations. Moreover, it confirms that finite-difference �FD�
echniques still represent a viable and reliable way to model earth-
uake dynamics along nonplanar complexly shaped fault networks
n three dimensions.

NUMERICAL MODEL

The numerical approach introduced in this section is basically an
xtension to three dimensions of the finite-difference fault-element
FDFE� model proposed by Cruz-Atienza and Virieux �2004� in two
imensions. In that work, Cruz-Atienza and Virieux show that finite-
ifference approaches in a regular grid are able to model the dynamic
upture of faults having nonplanar �curvilinear� geometries. A key
lement of that approach is the way rupture-boundary conditions are
mplemented. The two-dimensional analysis shows that the scaling
etween grid size and number of grid nodes within a source controls
he accuracy of the method and makes it possible to discretize the
ame source in many equivalent ways by reducing the spatial grid
tep and increasing the number of stress grid points involved in
oundary conditions.

When modeling huge 3D rupture scenarios, computational re-
ources prevent the use of extremely fine meshes; however, fracture
iscretizations with moderate numbers of stress grid points are suit-
ble for obtaining accurate enough results.As we shall see, other pa-
ameters also play an important role, especially in the numerical
onvergence of the method. Before introducing the dynamic-rupture
odel, let us first state the equations for this problem and the way

hey are approximated numerically.
Consider a linearly elastic 3D homogeneous and isotropic medi-

m, fully described by the Lamé coefficients � and � and the density
. Following Madariaga �1976�, in the absence of body forces, the
lastodynamic equations governing the P- and S-wave propagation
n such a medium may be expressed in terms of the velocity vector vi

nd the stress tensor �ij as

�
�vi

�t
= �ij,j , �1a�

��ij

�t
= �vk,k�ij + ��vi,j + v j,i� . �1b�

System 1 contains nine partial differential equations that may be
iscretized in a partly staggered finite-difference grid where veloci-
ies and stresses are known in two separated, regular lattices
Saenger et al., 2000� as shown in Figure 1. The spatial differential
perators of system 1 are deduced by Cruz-Atienza �2006� following
aenger et al. �2000�. Numerical finite-difference stencils for first
erivatives along the three Cartesian directions are given in Appen-
ix A. Note that the current leapfrog partly staggered approach re-
ains the efficiency of the standard finite-difference staggered grid:
ne must estimate stress derivatives at velocity grid points, and con-
ersely, velocity derivatives at stress locations. Figure 1 shows the
tencil of the second-order spatial operators applied to the velocity
eld �black spheres� to compute a stress-point value �gray cube�. In

he present work, we apply both second- and fourth-order accurate
perators in the space increment �Cruz-Atienza and Virieux, 2004�.
or the sake of computational efficiency, time derivatives are always
erformed with a second-order-accurate leapfrog integration.



p
V
fi
p
s
m
a
r
c
s
�
m
s
c
n
d
s
t
p
w

t
V
t
p
p
i
a
o
o

h
b
t
o
s
A
r
a
l

S

V
c
f
A
t
a
t

o
s
s
c
m
a
d
p
t
m
r

f
o
p
t
e

F
u
s
a
l
�
�
p
�

a

F
t
�
F
a
s
T
m

3D nonplanar dynamic-rupture model SM125
Two main advantages of the partly staggered finite-difference ap-
roach with respect to the standard staggered grid �Madariaga, 1976;
irieux, 1986� should be pointed out: �1� the stress and the velocity
elds are defined in different nodes, each field having all of its com-
onents at the same node, and �2� the stability condition is less re-
trictive. As we shall see, the first advantage leads us to one funda-
ental aspect of the proposed finite-difference approach because it

llows the stress-tensor transformation needed for the application of
upture boundary conditions of an arbitrary nonplanar-oriented
rack. Concerning the second one, the von Neumann stability analy-
is shows that the magic time step given by �t�h/Vmax, where h and
t are, respectively, the spatial and time steps and Vmax is the maxi-
um P-wave speed in the model, satisfies the stability condition if

econd-order spatial operators are applied �Saenger et al., 2000�. In
ontrast with the standard staggered grid, the stability condition does
ot depend on the problem dimension. Moreover, if using fourth-or-
er spatial operators in their stability limit, the time step on the partly
taggered grid is 1.7 times higher than that of the standard grid. This
ranslates into 40% fewer iterations to achieve the same simulation
roblem. Of course, these are theoretical values computed for planar
aves propagating in homogeneous unbounded spaces.
Imposing dynamic rupture-boundary conditions always makes

he stability criteria more restrictive. Values for the Courant number
max�t/h up to 0.66 yield stable solutions when simulating the spon-

aneous rupture in the partly staggered grid with our numerical ap-
roach. This limit is at least 1.5 times greater than those reported in
revious finite-difference rupture models �e.g., Virieux and Madar-
aga, 1982; Madariaga et al., 1998�. Even if higher-order schemes
re expected to verify more restrictive stability conditions than those
f low order, this Courant value is valid for the fourth-order spatial
perators we use throughout this study.

z 

x 

y 

d2 

h 

d1 

d3 

(  ij,   ,   ) µ λ ττ (vi,   )ρ 

d4 

igure 1. Three-dimensional second-order, finite-difference stencil
sed for computing spatial derivatives of the velocity field vi in a
tress tensor �ij location along the three Cartesian directions. An
nalogous stencil is used for computing stress derivatives in velocity
ocations. Second-order finite differences involved in this stencil
Appendix A� are calculated along the four Cartesian axis bisectors
di�. The quantity h is the spatial grid step, whereas the medium
roperties are given by the Lamé coefficients � and � and the density
.All velocity and stress components are known at one single node.
To simulate an unbounded space without loss of accuracy, we
ave implemented the perfectly matched layer �PML� absorbing
oundary conditions in every external boundary of the 3D computa-
ional domain �Berenger, 1994; Collino and Tsogka, 2001; Marcink-
vich and Olsen, 2003�. Numerical tests in heterogeneous media
how an effective energy absorption greater than 99% �Cruz-
tienza, 2006�. Before analyzing the numerical properties of the

upture model, let us first introduce the way a source is discretized
nd how rupture-boundary conditions are applied along an arbitrari-
y shaped 3D surface.

ource discretization

Following the 2D strategy introduced by Cruz-Atienza and
irieux �2004�, a given finite-rupture surface is represented numeri-
ally by a set of neighboring fault elements placed alongside this sur-
ace. �In the 2D model, the fault elements are called numerical cells.�

source fault element is a well-structured set of stress grid points
hat acts as an elementary source unity. This means that local bound-
ry conditions are applied on each element, depending on the orien-
ation of the local fault-normal vector.

A fault element describes a 45° rotated parallelepiped such as the
ne shown in Figure 2 �gray cubes�. We found this specific element
tructure, with 65 stress grid points, achieved the best results for grid
izes ranging from 20 to 70 m �Cruz-Atienza, 2006�. As we con-
lude in the Resolution and Convergence section, high-order ele-
ents �i.e., elements with a large number of stress grid points� in rel-

tively coarse meshes affect rupture solutions because of the long
istances separating their central points. The number of stress grid
oints along the diagonals parallel to the x- and y-axes is the same as
he stress grid layers perpendicular to the z-axis. In this case, the ele-

ent rotation is with respect to the z-axis. However, for symmetry
easons, it may be with respect to any of the three Cartesian axes.

Note also that this element configuration results in only two of its
aces �i.e., the upper and bottom faces in Figure 2b� being parallel to
ne of the Cartesian planes. Consequently, the way to discretize non-
lanar fault surfaces is by forcing the source geometry to have a
ranslation-invariant direction parallel to the rotation axis of the fault
lements. In our example, such a translation-invariant direction is

z 

z 

x 

x 

y 

y 

ui 

ui 

Fault
surface

Stress nodes Velocity nodes 

γ 
θ 

) b)

igure 2. �a� Upper view of one fault element. In this example, the
ranslation-invariant axis is parallel to the z Cartesian axis. The angle
gives the fault-plane orientation with respect to that axis �see also
igure 3�. The angle � determines the spacial sector �gray region�
round the fault-normal direction �dotted line� used to compute the
lip and slip-rate functions �see section on Rupture Kinematics�. �b�
hree-dimensional perspective view of one individual fault ele-
ent.
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SM126 Cruz-Atienza et al.
he z-axis. The discretization of a finite source may then be per-
ormed in two stages. First, the nonplanar source geometry is
apped over the x-y Cartesian plane by a succession of fault ele-
ents placed beside each other in a way similar to the 2D model.
econd, the discretized 2D geometry is then extended along the

ranslation-invariant direction �i.e., the z-axis� by superimposing
ault elements over their horizontal faces without shearing any stress
rid point.

As discussed by Cruz-Atienza �2006�, many different fault-ele-
ent structures may be considered. However, the structure present-

d in this section �Figure 2� offers the best compromise between
tress-field resolution ahead of the rupture front and geometric flexi-
ility to discretize nonplanar faults.

upture-boundary conditions

Because our rupture model should handle nonplanar faults in arbi-
rarily heterogeneous media, we do not solve for the Cauchy-mixed
oundary-value problem associated with planar faults in a homoge-
eous space �e.g., Madariaga, 1976; Das and Aki, 1977; Virieux and
adariaga, 1982�. On the contrary, we solve for a simpler boundary-

alue problem in which only the stress drop associated with the ma-
erial dislocation is considered as a boundary condition. We assume
o opening in the rupture process, so the associated stress drop al-
ays takes place in the tangential fault direction describing either

racture modes II or III �i.e., in-plane and antiplane modes, respec-
ively�. In our rupture model, every fault element acts as an indepen-
ent unit, inside which the same boundary condition is applied. This
eans that, depending on the local fault orientation in a given ele-
ent, the same shear-stress drop �� is imposed on the entire set of

tress grid points contained in that element �cubes in Figure 2b�.
Following the procedure introduced in the 2D formulation, let us

onsider a local Cartesian reference frame x�y�z� that matches the
ault orientation in a given fault element.As we can see in Figure 3, if
ne of the local axes points toward the fault-strike direction �e.g., the
�-axis�, the local reference frame is determined uniquely by the
ault-normal vector. To apply the boundary conditions, we transform
he stress tensor � from the original Cartesian system xyz to the fault
ocal one by mean of two successive rotations along the Euler angles
and 	:

z 

z

x 

x

y

y 

Fault plane

θ 

σ 

φ 
ψ 

τ 

`

`

`

igure 3. Local reference frame x�y�z� matching the fault orientation
n a give source fault element. Quantity � is the fault-normal stress,
nd � is the orientation angle of the fault shear stress 
 over the fault
urface measured from the x axis.
�
�� = A
Ã , �2�

here the 3�3 orthogonal matrix A is defined by the product of two
otation matrices that depend on the fault dip and fault strike �i.e., an-
les 	 and � in Figure 3�. The symbol Ã represents the transposed
atrix of A. The normal and shear fault tractions illustrated in Figure
are then respectively, given, by two expressions:

� = �zz� and � = ��xz�
2 + �yz�

2. �3�

Once the stress-boundary conditions are applied in the local sys-
em, the stress tensor is transformed back into the global one via the
ollowing equation,

� = Ã��A , �4�

o perform the time integration of system 1a. This procedure shows
he general way we apply boundary conditions along an arbitrarily
riented fault element for every time step.

FAULT MECHANICS

Neglecting inelastic damage within the fault zone is usually the
rst simplification done when modeling rupture dynamics. In other
ords, one supposes a linearly elastic response of the entire medium

xcept over the infinitely thin, sliding surface in which deformations
nd stresses are related through a constitutive friction law. In this
ase, off-fault inelastic processes are supposed to be integrated into
he friction law, which involves both fault kinematics and fault trac-
ions when failure happens. As a consequence, the reliability of the
upture model mainly depends on the accurate estimate of these two
nterdependent fields.

upture kinematics

To estimate slip and slip rate in the 3D geometry, we follow the
ame strategy introduced by Cruz-Atienza and Virieux �2004� in the
D geometry. In our 3D configuration, the fault surface always pre-
ents a translation-invariant direction that is parallel to one Cartesian
xis �e.g., the z-axis in Figure 2b�. The procedure for evaluating the
ault-kinematic parameters should then be performed according to
he local fault element’s orientation. We always suppose one of the
wo local reference axes �i.e., x� or y�� to be parallel to such an invari-
nt direction.

Let the magnitude of the slip vector s be the tangential displace-
ent discontinuity on the fault surface described by the positive

D+� and the negative �D−� fault blocks, as assumed in the following
quation:

s�t,
� = D+�t,
� − D−�t,
� , �5�

here the time is denoted by t and the constitutive friction law is de-
oted by the local set of parameters 
. As shown in Figure 2a, the
iscrete fault plane passes through the center of the fault element.
hus, velocity grid points i around the cell �black spheres� belong ei-

her to the positive or the negative fault block.
To compute the positive fault block displacement D+, we average

he fault-parallel particle displacements ui
+ by integrating the n parti-

le velocities that lie within a small sector �gray zone� around the
ault-normal plane �dotted line�. This procedure is expressed in the
ollowing formula:
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3D nonplanar dynamic-rupture model SM127
D+�t,�� =
1

n
�
i =1

n

ui
+�t,�,�� · Hi��,�� , �6�

here the weight functions Hi are introduced in the 2D case �Cruz-
tienza and Virieux, 2004� and numerically recomputed for the 3D
eometry. Basically, they are normalized functions that make the
ault-block-displacement estimate numerically independent of a
aulting mechanism. They are computed once for a given finite-dif-
erence stencil and then stored for future rupture simulations with an
rbitrary fault geometry and a propagating medium. The only differ-
nce with respect to the 2D approach is that, in three dimensions,
hese functions also depend on �, the direction in which the shear
tress acts over the fault plane �Figure 3�.

For symmetry reasons with respect to the fault-normal axis z�, the
eight functions may be defined as the following linear combina-

ion:

Hi��,�� = �cos �� · Hi��,0°� + �sin �� · Hi��,90°� .

n other words, the functions Hi��,�� are obtained from those com-
uted for two specific angles, � = 0° and � = 90°. This procedure
akes the fault-block displacement �equation 6� independent of the

ource-rupture mechanism.
As discussed by Cruz-Atienza and Virieux �2004�, considering

he velocity grid points as lying within the element sector mentioned
bove �gray zone, Figure 2a� avoids undesirable effects from inter-
lement destructive interferences. In the specific element structure,
e have selected the angle � �Figure 2�, which defines such a region,

s equal to 56°. This value means that at least four but no more than
ight velocity grid points lie in that sector per fault block, irrespec-
ive of the fault orientation with respect to the translation-invariant
xis. For instance, in Figure 2b, we have n = 4 �see equation 6�.
nce the negative fault-block displacement D− is computed in a sim-

lar way, we can estimate the fault-element slip function by inputting
hese values into equation 5. The slip-rate function in a given fault-
lement is determined in exactly the same way but without integrat-
ng the velocity field in the velocity grid nodes.

When simulating the rupture of the same extended planar fault for
ifferent dipping angles �i.e., the angle with respect to the transla-
ion-invariant axis — for instance, � if 	 = 0; see Figure 3�, a small
ependence of the average slip and slip-rate functions on that angle
emains. For symmetry reasons of the numerical stencil, it is period-
c every 90°. This finite-fault-orientation anisotropy is also found in
he 2D case and is corrected by introducing a numerically deter-

ined normalized factor that depends on � and multiplies both slip
nd slip-rate functions. In the 3D case, this factor is given by f���
A�3 + B�2 + C� + D, where A = 0.00004, B = − 0.003, C
0.06, and D = 1.0; the factor yields the slip and slip-rate functions

o longer dependent on fault orientation. In this definition, the angle
always should be measured from the nearest Cartesian axis to the

ault plane.
Figure 4 shows slip and slip-rate functions computed in one fault

lement displayed in Figure 2 for different fault orientations. These
imulations were performed considering a simple linear time-weak-
ning friction �Andrews, 2004� with a characteristic weakening time
qual to 0.4 s. Shear tractions drop down linearly from the initial
tress level 
 0 = 30 bar to the dynamic level 
 s = 0 bar in exactly
hat specific time. Because the translation-invariant direction is par-
llel to the z-axis in this example, following Figure 3 we consider the
ngle � = 90° in our further simulations.
The left column shows slip and slip-rate functions computed for
ix different fault-orientation angles, 	 = 0°, 9°, 18°, 27°, 36°, 45°
nd for a shear-stress drop �
 perpendicular to the translation-in-
ariant direction �� = 0°�. The right column shows similar results
ut for �
 parallel to the translation-invariant direction �� = 90°�.
early no dependence on the fault orientation 	 is observed, where-

s results are slightly dependent on the stress-drop orientation angle
, with an overestimation of amplitudes smaller than 10% for �
90°.

ailure criterion

Rupture propagation is a thermodynamic system in equilibrium.
n other words, it is a system in which the balance between the ener-
y-release rate and fracture energy is conserved. That is what Grif-
th’s �1920� criterion states. However, because no real material may
esist infinite stress concentrations, an alternative way to determine
f rupture keeps going is by looking at the stress field around the rup-
ure front and comparing it with the current fault strength. In our
DFE approach, we adopt the latter strategy as a failure criterion.
To determine the actual state of stress of a given fault element, we
onitor the fault tractions via equations 3 in the central point of the

lement and within a small neighborhood given by the six stress grid
oints lying at one spatial step from the central point. The algorithm
lways takes the maximum stress values in these points as the ele-
ent state of stress. We consider these neighboring points because in

onplanar discrete faults we never know exactly where the continu-
us fault geometry passes. The hypothesis behind such an approach
s that tractions determined in this way represent their mean value
long the entire fault element �Das andAki, 1977�.

S
lip

 (
m

) 

 0.07 

 0.06 

 0.05 

 0.04 

 0.03 

 0.02 

 0.01 

 0.00 

S
lip

 r
at

e 
(m

/s
) 

 0.20 

 0.15 

 0.10 

 0.05 

 0.00 

 –0.05 

 = 0°ψ = 90°

0.0 0.2 0.4 
Time (s) 

0.6 0.8 

0.0 0.2 0.4 
Time (s) 

0.6 0.8 

S
lip

 (
m

) 

 0.07 

 0.06 

 0.05 

 0.04 

 0.03 

 0.02 

 0.01 

 0.00 

S
lip

 r
at

e 
(m

/s
) 

 0.20 

 0.15 

 0.10 

 0.05 

 0.00 

 –0.05 

0.0 0.2 0.4 
Time (s) 

0.6 0.8

0.0 0.2 0.4 
Time (s) 

0.6 0.8

ψ

igure 4. Slip and slip-rate time functions computed in a point source
epresented by one fault element �Figure 2b�. Results were obtained
nd superimposed in both columns for 	 = 0° and different angles
= 0°,9°,18°,27°,36°,45° �see Figure 3�. The left column corre-

ponds to a shear stress drop �
 parallel to the x�-axis �i.e., � = 0°,
igure 3� and the right column for a �
 perpendicular to the x�-axis
i.e., � = 90°�.



w
c

w
t
n
c
t
w




t
f

f
t
d
s
t
o
d
s

F
w
a
c
r
s

C

p
f
h
t
s
1
f
s
h
w
w
I
s
�
a

f
g
t

e
t
w
l
c
g
i
�
c
r

a
g
D

T
l
t
p
f
T
l

a
b
v
t
r
b
u
p
h
r

e
f
t
f
b
g
S
c
t
t
l

t
a
l
a
s
b
n
f



SM128 Cruz-Atienza et al.
Fault strength in our model is governed by a Coulomb-like slip-
eakening constitutive law �Ida, 1972; Palmer and Rice, 1973�. It

an be expressed as


 c��,s� = 
 s + �
 u − 
 s��1 −
s

�c
�H�1 −

s

�c
� , �7�

here 
 u = ��s and 
 s = ��d. In these equations, the quantity � is
he fault-normal stress �equation 3�, the fault-slip magnitude is de-
oted by s �equation 5�, and the Heaviside step function is H�·�. The
onstitutive parameters of this linear relationship are the static fric-
ion coefficient �s, the dynamic friction coefficient �d, and the slip-
eakening critical distance �c. Equation 7 may be rewritten as

c��,s� = ���d + ��s − �d��1 −
s

�c
�H�1 −

s

�c
�	 �8�

o see that friction is equal to the normal-fault stress multiplied by a
actor that evolves with slip once rupture begins.

The Coulomb friction law states that rupture happens in a given
ault point �i.e., fault element� when the ratio between 
 and � �equa-
ions 3� at that point equals the current friction coefficient. This con-
ition is equivalent to saying that rupture happens when the fault-
hear traction reaches the fault strength, i.e., when 
 = 
 c. Every
ime this condition occurs, a material dislocation develops because
f the progressive drop of fault strength implicit in equation 8. This
rop of strength is translated into the stress-boundary conditions de-
cribed earlier.

RESOLUTION AND CONVERGENCE

In this section, we explore the resolution and convergence of our
DFE model under spontaneous rupture conditions. To achieve this,
e analyze the dependence of fault solutions on both the grid size

nd the slip-weakening critical distance. We first introduce some
oncepts based on fracture mechanics and then analyze numerical
esults. However, we do not assess the accuracy of the method in this
ection because independent reference solutions were not used.

ohesive-zone analysis

Introduced by Barenblatt �1959�, the concept of cohesive force
lays a fundamental role in the rupture process because it directly af-
ects the nature of the excited wavefield, especially in the neighbor-
ood of the rupture front where the highest frequencies are concen-
rated. When dependent on fault slip, these forces remove the stress
ingularity and make the slip function derivable at the crack tip �Ida,
972; Palmer and Rice, 1973; Andrews, 1976a�. Their evolution as a
unction of slip then controls the frequency content of the physical
olution as well as the width of the so-called cohesive zone �c be-
ind the rupture front. This zone is defined as the fault region inside
hich the breakdown process takes place — the broken region
here the shear stress has not yet reached the dynamic friction level.

n the linear slip-weakening model we consider �equation 7�, the
tress drop in every fault point happens along a critical slip distance
c, which then controls both �c and the way stresses concentrate
head the rupture front.

Our failure criterion assumes that the mean shear stress along a
ault element is approximately equal to the stress in the central re-
ion of the element. To achieve numerical convergence of the spon-
aneous rupture problem, element mean stress should not depend on
lement size, i.e., grid size. In other words, the stress at the center of
he element must be representative of the mean value along the
hole element �see Das and Aki, 1977�. Removing the stress singu-

arity via the slip-weakening mechanism should promote the verifi-
ation of this condition as the critical distance �c increases. This ar-
ument holds because the stress gradient ahead of the rupture front
n such a nonsingular case becomes much smaller with increments in

c.As a consequence, the cohesive zone width �c represents a physi-
al length in which the stress evolution must be well resolved during
upture simulation.

Because �c directly controls �c, this constitutive parameter acts as
regularization quantity that should also control numerical conver-
ence through a cohesive-zone resolution parameter that, following
ay et al. �2005�, may be defined as

Nc =
�c

�
. �9�

his number represents the number of fault points �fault elements� of
ength � inside the cohesive zone along the direction perpendicular
o the rupture front. Because the fault elements have five stress grid
oints along the diagonals in our numerical simulations �Figure 2�,
rom now on we assume the relation � = 5h, where h is the grid size.
hus, we can expect a minimum necessary value of Nc for getting re-

iable simulation results.
In accordance with this expectation, Day et al. �2005� identify Nc

s a suitable convergence parameter for their finite-difference and
oundary-integral rupture models and determine a required average
alue of Nc �4.4 for both methods. The finite-difference model in-
roduced by Madariaga et al. �1998� yields stable and reproducible
esults if Nc �6.44; the recently introduced finite-volume approach
y Benjemaa et al. �2007� also gives accurate results for Nc �8. To
nderstand the properties and limitations of our rupture model, we
resent a parametric study that explores the influence of the grid size
and the slip-weakening critical distance �c on both Nc and some er-

or metrics of fault solutions.
Because the critical distance �c is related directly to the rupture

nergy budget �e.g., Day, 1982; Madariaga and Olsen, 2000�, the
airest way to carry out such a parametric study in which this consti-
utive parameter varies would be to initiate every rupture case
rom its critical initial patch. In other words, we assume the balance
etween the available and the absorbed fracture energies at the ori-
in time. If we suppose the relative upper-yield-point parameter
= �
 u − 
 0�/�
 0 − 
 s� to be constant over the fault, then the criti-

al patch radius is directly proportional to the distance �c. Given that
he other varying parameter is the grid size, computer memory limi-
ations constrain us to consider a relatively small fault, preventing
arge variations of the nucleation-patch size.

The other possible way to keep the same energy-balance condi-
ion for different values of the distance �c is by keeping the nucle-
tion-patch size constant and then varying the value of S. Nonethe-
ess, in that case, the governing relation is not linear, making S grow
symptotically as the �c decreases. Unrealistically high values of
trength excess �
 u − 
 0� relative to the stress drop �
 0 − 
 s� must
e then considered when �c approaches zero. So, we keep the same
ucleation patch size, the same yield stress 
 u, and the same dynamic
riction 
 s, whatever the value of �c. We only change the initial stress

such that S ranges linearly from 0.2 for �max to 1.0 for �min. These
0 c c
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imiting values make rupture along the in-plane direction propagate
t subshear speeds for all �c values when rupture is simulated with
he coarsest finite-difference grid.

The problem geometry is shown in Figure 5. Rupture occurs along
vertical right-lateral, strike-slip planar fault embedded into a lin-

arly elastic 3D homogeneous, isotropic medium. The material
roperties are shown in Table 1. The fault plane is completely sur-
ounded by strength barriers, preventing the rupture from propagat-
ng further. Both the initial fault-stress conditions and the constitu-
ive friction parameters are listed in Table 2 �label a�. The shear pre-
tress field 
 0 is horizontal and parallel to the fault plane �i.e., paral-
el to the x reference axis� at all points. Rupture initiation is identical
n all rupture simulations.

At time t = 0, the shear stress inside the nucleation patch over-
akes 
 u, the static yield stress �equation 7�, provoking an initial
tress drop equal to 
 0 − 
 u in that region. In all cases, the relation
0 = 1.2
 u is verified inside the nucleation patch at that moment. As
entioned, the initial shear stress outside the nucleation patch is

hosen according to the current �c value. The slip-weakening-dis-
ance tested values are �c = 
0.1 m, 0.2 m, 0.4 m, 0.8 m, 1.2 m,
1.6 m�. Given the geometry of the fault elements describing the
ource, it is impossible to discretize both the nucleation patch and the
ault plane with the problem being exact dimensions.

We then decide to match exactly the nucleation-patch dimensions
y taking the spatial grid steps h = 
24.2 m, 46.9 m, 88.2 m,
157.9 m, 214.3 m�. This brings fault-size overestimations ranging
rom 100 m for hmin to 800 m for hmax. In the following, we always
ake into account this geometric mismatch when estimating uncer-
ainties in the error of fault solutions.All numerical simulations were
erformed by solving the 3D system 1 using second-order difference
perators in time and fourth-order operators in space �see Cruz-
tienza, 2006�.
From Ida �1972� results, Andrews �1976a, 2004� derives a theo-

etical expression for the cohesive-zone length. His analysis shows
hat if the static-stress drop �
 = 
 0 − 
 s and �c are constant over
he fault, the width �c of that zone suffers a contraction inversely
roportional to L, the rupture-propagation distance. Detailed ener-
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igure 5. Resolution test problem geometry. The nucleation patch
gray square� is centered in both the along-strike and along-dip fault
irections. Fault solutions at the four observation points P1, P2, P3,
nd P4 �black points� are used to estimate the slip and slip-rate func-
ion errors.
y-balance considerations lead Day et al. �2005� to show that this
ontraction depends not only on L but also on rupture mode and rup-
ure velocity. Assuming a semi-infinite antiplane crack propagating
ndefinitely, they deduce a theoretical expression for the cohesive-
one width given by �c = �9/16����c/�
 �2L−1. From this approxi-
ation, we compute corresponding values of Nc �equation 9� at the

ault point P1 �Figure 5� for every �c, �, and �
 comprised in our-
arametric study �Figure 6a�.

We do not expect these estimates to correspond with those from
ur solutions because they assume purely antiplane fracture mode
nd subshear steady propagation. However, these values may be
sed as a qualitative reference to understand how a spontaneous rup-
ure behaves when varying both independent parameters h and �c.As
e shall see, rupture propagation along the in-plane direction �i.e.,

-axis direction� in most cases within the parametric domain is sub-
ect to the supershear transition. This induces extreme spatial varia-
ions of �c, which expands with rupture propagation.

Figure 6 shows, in the middle and bottom panels, average values
f the resolution parameter Nc computed with our FDFE rupture
odel as a function of h and �c. These values were computed along

wo lines passing through the fault center, one parallel to the z-axis
i.e., pure antiplane direction, Figure 6b� and the other parallel to the
-axis �i.e., pure in-plane direction, Figure 6c�. To get an approxima-
ion of �c along the rupture front, we measure the distance from the
enter of each fault element at its rupture time to the nearest one in
hich the shear stress has already reached the dynamic friction lev-

l. We then estimate Nc from equation 9.
At first glance, the numerical results appear to be in accordance

ith general theoretical expectations, i.e., upper panel. Minimum
alues of Nc correspond to the domain region with smallest �c and
argest h values, where the cohesive zone is poorly resolved. Con-
ersely, it is well resolved in the domain region with the highest �c

able 1. Material properties of the 3D full space considered
n this work. Quantities vp and vs are, respectively, the P-
nd S-wave velocities, and � is the density.

vs

m/s�
vp

�m/s�
�

�kg/m3�

464 6000 2670

able 2. Initial stress conditions and constitutive friction
arameters from (a) the Resolution and Convergence section
nd (b) the Model Validation section. Quantity � 0 is the
nitial fault shear stress, �0 is the initial fault-normal stress,

s is the static friction coefficient, �d is the dynamic friction
oefficient, and �c is the critical slip-weakening distance.

odel parameters Nucleation Outside nucleation


 0 �a� 81.6 MPa �varying�


 0 �b� 97.49 MPa 73.73 MPa

�0 �a,b� 120 MPa 120 MPa

�s �a,b� 0.677 0.677

�d �a,b� 0.525 0.525

�c �b� 0.8 m 0.8 m

�c �a� �varying from 0.2–1.6 m�
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nd smallest h. There, we find values of Nc ranging from about 4 to
7 when considering both fracture modes together. The standard de-
iations of the mean Nc estimates at the corner of this well-resolved
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igure 6. Cohesive-zone-resolution parameter estimates �Nc, equa-
ion 9� as a function of the spatial grid increment h and the slip-weak-
ning critical distance �c. �a� Theoretical values computed for a
emi-infinite subshear antiplane crack. Numerical average values
omputed with the FDFE approach along the �b� antiplane and �c� in-
lane fault directions. Below the dashed lines, Nc estimates are af-
ected substantially by numerical inaccuracies.
omain region are ± 2.7 and ± 6.6, respectively, for the antiplane
nd in-plane panels. These values reveal a variability of the cohesive
one length �c, with rupture propagation almost 2.5 times larger
long the in-plane rupture direction.

Even if they always vary with both parameters, the numer-
cal Nc estimates �middle and bottom panels� over the range
� 
70 m, 200 m� are less sensitive to the slip-weakening distance
c than the theoretical ones �upper panel�. However, for h�70 m
nd �c �0.5 m, both the direction and magnitude of the Nc gradient
ectors become similar in the three panels. In this domain region
here Nc �4, the cohesive-zone sampling rate grows rapidly even
hen simulating numerically the spontaneous rupture.
A rough estimate of �c from these figures and equation 9 shows

hat a huge range of cohesive-zone sizes were explored in the para-
etric analysis �from approximately 121 to 2031 m, with variations

f one order of magnitude�. Of course, not all of these estimates are
orrect because numerical inaccuracies may lead to unphysical val-
es. For instance, Nc values associated with the smallest slip-weak-
ning distance for all grid sizes are not well resolved because �c,
uring the whole rupture, has been smaller than the smallest �
121 m�, making its estimate impossible. On the other hand, we
now that, by definition, Nc cannot increase for a given physical
roblem with increments in h. For this reason, after inspection of
igure 6, we determined that all estimates of Nc within the domain
egion below the dashed lines �i.e., for �c �0.5 m� are unreliable be-
ause of inaccuracies in rupture simulation and in the procedure de-
ermining Nc.

ault-solutions analysis

We have computed relative errors of fault-solutions with respect
o the finest grid case �h = 24.2 m� for every �c and every h consid-
red in the parametric study. Even if the minimization of these error
stimates will not reveal how far numerical solutions are from the
hysical ones, at least they will improve our understanding of the
DFE numerical convergence and lead us to examine the hypotheti-
al relationship between this convergence and the cohesive-zone
esolution parameter Nc.Aquantitative comparison with an indepen-
ent semianalytical solution is then necessary.

Errors were computed for three different fault-solution parame-
ers: rupture times and final slip over the entire fault plane, and the
lip-rate time functions in four observational points �Figure 5�. The
rror function is the absolute root mean square �rms� for rupture
imes and the relative rms for final slip and slip-rate time series. Be-
ause of the geometry of the source-fault elements and the stability
ondition, solutions over the fault plane for different grid increments
ay not be computed at the same points in space and time. To esti-
ate errors, we then performed both spatial and temporal interpola-

ions of all simulation results, supposing that the information con-
ained over the discrete surfaces corresponds exactly to the fault ge-
metry. This implies a maximum geometric mismatch �near the fault
dges� from the spatial interpolation of about 2.5% of the total fault
ength in the coarsest grid cases �h = 214.3 m�. Such a mismatch de-
reases with grid size and has a value of 0.3% in the finest grid �h
46.9 m�. Because rupture times are approximately proportional to

he rupture propagation distance, we expect the same maximum per-
entages of uncertainty in the error estimate for the three observed
ault parameters.

Time interpolation of the slip and slip-rate functions for different
iscretizations has been taken as linear; spatial interpolation over the
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3D nonplanar dynamic-rupture model SM131
upture surface has been carried out in a regular grid with a spatial in-
rement of 100 m. Interpolation values f int of fault-solutions fields ui

ere computed as

f int = �
i = 1,n

ui

ai
, where ai = �

j = 1,n
� di

dj
�m

. �10�

n these equations, quantities ai are weighting factors that multiply
he n punctual fault-solutions lying inside spherical supports of radi-
s r centered at the interpolated values f int and di are the distances
rom f int to each one of these punctual solutions. We always took m

0.5 in this work and r = 1000 m in this parametric study. This val-
e of r is the same for all grid sizes and corresponds to the minimum
ecessary for having at least one fault element inside the spherical
nterpolation support.

Figure 7 shows error-estimate results for the three selected fault
arameters as a function of the grid size h and the slip-weakening
ritical distance �c. The rupture time of one fault point is defined as
he time at which the slip rate first exceeds 0.01 m/s at that point. Fi-
al slip is measured over the entire fault at the end of each simulation
asting 5 s. Slip-rate function errors correspond to the average rms of
he four observational fault points shown in Figure 5. Except for the
oarsest simulations �h�150 m�, almost no error dependence on �c

s found. The biggest rupture-time and slip-rate errors are found
round the bottom-right corner, �i.e., the parameter domain where Nc

as the smallest values, Figure 6�. The error in the three parameters
ecreases mainly with the spatial grid step. The convergence rate for
upture times diminishes as h→hmin, evoking the power-law conver-
ence rate observed in the finite-difference split-node and BIE meth-
ds �Day et al., 2005�. On the contrary, it remains more or less con-
tant for the other two parameters.

Comparing Figure 6b and c with Figure 7, we find good correla-
ion between the cohesive-zone-resolution parameter Nc and the er-
or estimates for grid sizes h�70 m: The smaller the value of Nc, the
reater the error. However, we find a lack of correlation for finer
rids. This lack of correlation may reveal two different things: �1�
here exists an upper value of Nc ��4� for which there is an over-
ampling of the cohesive zone, making Nc have no further influence
n numerical convergence, or �2� the influence of Nc on the FDFE
odel convergence is always negligible with respect to other first-

rder effects related to mesh refinements �e.g., reduction of numeri-
al oscillations�. This ambiguity may be a consequence of a lack in
recision of the error estimate as a result of the smoothing associated
ith the spatial interpolation.
Several comparisons for the critical distance �c = 0.8 m between

reference solution �i.e., a solution calculated with the smallest spa-
ial grid step h = 24.2 m� and those obtained on coarser grids are
resented in Figures 8 and 9. If we focus on the reference solution
solid lines in both figures�, we find that rupture-time contours start
eveloping the supershear transition lobes around 0.5 s after rupture
nitiation in the along-strike direction �in-plane rupture mode�. Dur-
ng rupture acceleration, we find a progressive increase in the resolu-
ion parameter Nc that, near the fault edges, exceeds several times
hose values found outside the transitional fault region �e.g., along
he antiplane direction�. When comparing the slip-rate rms errors on
oth the in-plane and antiplane directions �Table 3� and looking at
he resolution parameter over the entire fault �right column, Figure
�, we find a good correlation between the systematically higher Nc

alues along the in-plane direction and the smaller misfits of about
0% for all but one grid size in that direction.
Rupture-time degradation with increments of the spatial grid step
re in accordance with the progressive drop in cohesive-zone resolu-
ion over the entire fault plane �Figure 8�. Slip-rate numerical oscil-
ations induce local variations in rupture times that can be observed
or h�157.9 m as small spikes in the rupture-time contours. We also
an appreciate how rupture speed in the coarsest grid case remains
maller than the shear-wave velocity because no transitional lobes
re exhibited. Rupture time rms errors for these examples are 0.04,
.11, 0.28, and 0.41s from top to bottom, respectively. The compari-
on of the slip and slip-rate functions in observational point P1
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purely antiplane signals� is shown in Figure 9. Globally, solutions
re delayed and noisier with increments in the grid size. Good fits in
ource parameters and both rupture modes are found for h�88.2 m
see Table 3 for errors in slip-rate functions�. Similar results were ob-
ained in the P4 in-plane mode position but are not shown. The rise
ime in the antiplane direction is shorter ��2.5 s� than in the perpen-
icular direction ��4 s� where the supershear transition takes place.
elative rms errors for final slip over the entire fault range from
.7% for h = 46.9 m to 11.2% for h = 214.3 m �see Figure 7�. Error
n final slip for the coarsest grid represents a mismatch in moment

agnitude Mw of about 2%.

MODEL VALIDATION

Consistency between solutions yielded by independent numerical
pproaches is essential because it is the only way to have confidence
n these complex 3D spontaneous-rupture simulations for which no
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l

heoretical solutions are available. In the following, we present sev-
ral numerical exercises that validate our 3D numerical approach for
odeling the dynamic rupture along planar and nonplanar faults. We

resent a quantitative comparison of our FDFE method with a BIE
ethod in terms of rupture times, slip-rate functions, and final-slip

ms errors. We use, as a reference, semianalytical solutions comput-
d in the time domain with the BIE method of Aochi et al. �2000b�.

Rupture happens along differently shaped strike-slip, left-lateral
aults embedded within the same linearly elastic homogeneous and
sotropic medium considered in the last section �Table 1�. The rup-
ure surfaces follow the equation of a parabola in the x-y plane. The
nly parameter that varies between the comparison cases is the ec-
entricity of the conical. The 3D geometry of the faults is then given
y a relation of the form

f
x,y�x��, where y�x� = y0 ± �4a�x − x0� . �11�

n this equation, x0 and y0 correspond to the coordinates of the vertex
of a parabola on the x-y plane with the focus at b �Figure 10�. The
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3D nonplanar dynamic-rupture model SM133
oordinate z of all surfaces is translation invariant �Figure 11�. The
istance between V and b, named a, controls the eccentricity of the
onical. As a decreases, the curvature of the rupture surface increas-
s. At the limit as a approaches infinity, the fault becomes planar. In
his manner, by changing a, we go from the simple planar case to-
ard a more curved fault. We choose four different geometries. Se-

ected values for a go from � to 18, 10, and 5 km, as shown in Figure
0 for curves F1, F2,F3, and F4, respectively. All of these faults are
0 km long in the strike direction and 6 km deep �translation-invari-
nt direction�. Figure 11 illustrates a 3D view of the surface, with a
10 km.
The vertex V lies at the center of the surfaces, a location consid-

red as the source origin. The nucleation patch is a square region
entered in the source origin with side lengths of 2 km �black patch,
igure 11�. For comparisons, we have taken four fault points placed
long a horizontal plane passing through V �white cubes�. The first
bservational point, P1, coincides with the source origin, and the
ther three points �P2, P3, and P4� are separated from each other by
km as measured over the rupture surface. The external fault

oundaries are delimited by a strength barrier forbidding a rupture
rom propagating beyond them.

The initial normal stress is constant over the entire rupture sur-
ace. Only the initial shear stress changes between the nucleation
atch and the spontaneous-rupture fault region. We have made these
nrealistic assumptions to avoid unnecessary complications that
ould make the numerical comparison more difficult. Constant trac-

ions along a nonplanar surface may suppose an extremely heteroge-
eous surrounding stress field. Physical considerations should
volve in future exercises by introducing, for instance, simply
haped barriers and asperities. The only parameter that changes
mong the four comparison cases is the geometric parameter a, i.e.,
he fault curvature.

The rupture process follows the same Coulomb-like slip-weaken-
ng friction law used earlier. Equation 8 shows that friction resis-
ance is equal to the product of the normal fault stress � and a factor
hat evolves linearly with slip once rupture begins. During rupture,
ormal fault stress is the result of the initial normal stress �0 and the
ynamic normal stress changes �� �i.e., � = �0 + ���. Thus, simi-
arly to former BIE simulations �Aochi et al., 2000b�, we suppose
hat the slip-weakening friction law does not depend on dynamic
hanges of normal stresses ��. Both the static �
 u� and the dynamic

 s� fault strengths only depend on the initial static tractions during
he whole rupture process.

The initial fault-stress constant conditions and the constitutive
riction parameters are listed in Table 2b. The shear prestress field 
 0

s everywhere parallel to the x-y plane, producing a potential strike-

able 3. Relative rms error of slip-rate functions for
ifferent grid sizes h with respect to the reference solution
i.e., h = 24.2 m). Values for the antiplane direction
orrespond to the time series shown in Figure 9.

h
�m�

Antiplane
�%�

Inplane
�%�

46.9 15.9 8.9

88.2 38.7 24.8

157.9 62.9 50.2

214.3 75.1 75.7
lip left-lateral fault dislocation. From values given in Table 2 and
quation 8, we get 
 u = 81.24 MPa and 
 s = 63 MPa. These two
alues along with the initial shear stress 
 0 outside the nucleation
atch, give an upper-yield-point parameter S = 0.7, which is smaller
han 1.63. As pointed out for the first time by Andrews �1976b�, one
ossible consequence of this condition is that rupture propagation
ndergoes the supershear transition. However, given our choice of
he slip-weakening distance and the way rupture nucleates, rupture
hould propagate a larger distance than the current fault length to
each the energetic condition leading to such supershear bifurcation.

At time t = 0, we proceed as for previous examples and make the
hear stress in the nucleation patch overtake the yield stress on that
one, producing an instantaneous stress drop �
 0 = 
 0 − 
 u. This
nitial kick is equal to 0.2
 u in all cases. Once this initial stress drop
appens, rupture propagates spontaneously following the linear
lip-weakening Coulomb failure criterion discussed earlier.
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igure 10. The x-y projection of the 3D nonplanar fault geometries
onsidered in the comparison exercise. These are parabolas given by
quation 11. The value V�x0,y0� is the vertex of the conicals and b is
ts focus; a, the distance between these two points, controls the ec-
entricity. The four selected geometries F1, F2, F3, and F4 are
ll 30 km long and have, respectively, values of � , 18, 10, and 5 km
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igure 11. A 3D view of one nonplanar rupture surface used in the
omparison exercise. The square nucleation patch �black region� is
entered in both the along-strike and along-dip directions and has a
ide length of 2 km. The four observation fault points �white cubes�
re separated by 4 km measured over the fault surface from its
enter.



s
t
f
o
u
=
n
i
C
p

e
�
t
c
t
s
s
1
c
p
s
s
�
l
f

m
a
s
m
s
q
p
u
p

f
c
g
�
o
r
F
o
c
w
t
o

v
a
c
s
o
p
r
r
b
i
l
c
f
2
a
7
l
o

t

T
fi
t
r
o
w
r

F

P

N

N

N

F
t
l
p

SM134 Cruz-Atienza et al.
The uniform BIE grid interval was fixed to �s = 0.15 km, so fault
urfaces were discretized by 200�40 square elements in such a way
hat those element boundaries parallel to the translation-invariant
ault axis are contained within the analytic 3D parabolic function. In
ther words, the centers of the squares shift slightly from the contin-
ous-fault geometry. The corresponding time step was �t
0.0125 s. Nonplanar fault discretization with our FDFE model is

ot as simple as that because rupture surfaces are represented numer-
cally by parallelepiped fault elements in a regular volumetric grid.
onsequently, the distance between the center of these elements de-
ends on the orientation of the fault within the grid.

able 4. Absolute (rupture times) and relative (slip rate and
nal fault slip) rms errors of our FDFE method with respect
o the BIE reference solutions (dx = 250 m). Finite-difference
esults were obtained with second order in time and fourth
rder in space accuracy operators (2,4) in a discrete lattice
ith spatial and time steps of h = 45.45 m and �t = 0.005 s,

espectively.

ault geometry
Rupture times

�s�
Slip rate

�%�
Final slip

�%�

lanar �F1� 0.03 32.7 23.1

onplanar �F2� 0.10 33.3 15.7

onplanar �F3� 0.05 30.4 19.9

onplanar �F4� 0.04 27.1 25.7
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igure 12. Rupture front contours at 0.5-s intervals computed with
he FDFE method �dashed lines� and with the BIE method �solid
ines�. Comparisons are along a planar fault �F1� and along three
arabolic surfaces F2, F3, and F4 �see Figure 10�.
As described earlier, source-fault elements are placed alongside
ach other as closely as possible to the analytic source geometry
Figure 11�, so the number of fault element in the along-strike direc-
ion changes with fault curvature �i.e., with values of a�. To dis-
retize the nucleation patch with the exactly stated dimensions, we
ook the spatial grid interval h = 45.45 m and a corresponding time
tep �t = 0.005 s. Thus, the number of fault elements along the fault
trike ranges from 133 in the planar case �surface F1, Figure 10� to
75 in the most curved fault �surface F4�. On the contrary, it remains
onstant in the along-dip direction �translation-invariant axis� inde-
endently of the quantity a and equal to 27. A simple calculation
hows us that the current fault dimensions in the planar case are
lightly different from those stated in our problem geometry �6

30 km�. The greatest discrepancy, 1.5% of the corresponding fault
ength, is found in the along-dip direction. Similar percentages are
ound in the nonplanar geometries even in the along-strike direction.

As discussed previously, the geometry of the source-fault ele-
ents prevents the exact discretization of both the nucleation patch

nd entire fault sizes. To make the comparison of fault solutions pos-
ible, we performed a spatial interpolation of results yielded by both
ethods, supposing that all information contained along the discrete

urfaces corresponds exactly to the fault-problem geometry. Conse-
uently, estimations of rupture times and location of the observation
oints have an uncertainty of the same order, of about 1.5%. The reg-
lar spatial-interpolation increment is 100 m with a spherical sup-
ort r � 600 m �see equation 10�.

The rupture-time contours computed with FDFE �dashed lines�
or the planar and nonplanar surfaces are shown in Figure 12 and are
ompared with those yielded by the BIE approach �solid lines�. Very
ood agreement is observed in all rupture surfaces. In the planar case
surface F1�, except for quite small differences at the very beginning
f the process, FDFE rupture propagation is almost identical to the
eference solutions. In the nonplanar cases �surfaces F2, F3, and
4�, even if rupture times are very close to the reference ones, it turns
ut that FDFE rupture propagates faster with increments on the fault
urvature �i.e., as the orientation of the fault surface approaches 45°
ith respect to the Cartesian reference frame�. Despite this aniso-

ropic effect, the absolute rms error for all cases remains smaller than
r equal to 0.1 s �Table 4�.

Figure 13 shows the slip-rate time series computed in four obser-
ation fault points �see Figure 11� with both the FDFE �dashed lines�
nd BIE �solid lines� methods. Signals are not filtered. Low frequen-
y spurious oscillations appear as a result of the stress-drop rates as-
ociated with the slip-weakening critical distance �c = 0.8 m. An
verestimation of the slip-rate functions with respect to the BIE ap-
roach is observed systematically and translated into relative rms er-
ors of about 30% in all rupture cases �Table 4�. The corresponding
elative rms errors of the final slip along the entire fault surface range
etween 15% and 25% �Table 4�, which is negligible when consider-
ng the uncertainies on seismic moment determination via the wide-
y used kinetic source inversions. BIE solutions with a coarser dis-
retization ��s = 0.25 km� were also computed, and no relevant dif-
erences from those presented here were found �Cruz-Atienza,
006�. The discrepancy of slip-rate rms errors between the FDFE
nd BIE methods for both BIE fault discretizations are smaller than
% of total rms values, proving that the semianalytical reference so-
utions used in this section basically have converged to the physical
nes.

As a whole, the reference BIE solutions are reproduced well by
he FDFE approach. These results validate our rupture-boundary
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3D nonplanar dynamic-rupture model SM135
onditions as well as the adopted failure criterion. The slip-weaken-
ng spontaneous rupture problem along nonplanar �curvilinear� fault
urfaces has been solved successfully by a thick-fault, finite-differ-
nce method in a regular Cartesian grid.

DISCUSSION

The FDFE rupture model is implemented in a partially staggered
rid where both the velocity vector and the stress tensor are defined
y two independent grids shifted halfway between the spatial grid
tep in the three Cartesian directions. It basically represents an ex-
ension of the 2D rupture model proposed by Cruz-Atienza and
irieux �2004�. The source is described numerically by a fault zone
ith a finite width. The fault zone is composed of independent fault

lements in which a local set of boundary conditions is applied, de-
ending on the local fault orientation. For an accurate slip and slip-
ate estimate, weight functions have been constructed once and then
tored for future simulations. The use of these functions makes the
valuation of the source kinematic parameters independent of fault
rientation with respect to the numerical grid reference frame.

The two-dimensional analysis performed by Cruz-Atienza and
irieux �2004� has shown that numerical oscillations are controlled
y a scaling law relating the number of stress points per fault element
o the grid size. The greater the number of points, the smaller the spa-
ial grid step. However, when modeling huge 3D rupture scenarios,
omputational power limitations prevent the use of extremely fine
eshes, so low-order fault elements �i.e., elements with few stress

rid points� should be preferred while achieving good accuracy for
upture and wave propagation. The specific element structure we
ave selected offers good compromise between its size in a feasible
D mesh and the spontaneous-rupture resolution. If a nonregular
rid were implemented in the source region or if the message passing
nterface �MPI� were used to parallelize the current sequential code,
finer model sampling would be possible; so higher-order fault ele-
ents could be used to reduce numerical oscillations and then im-

rove the accuracy, as we have observed in 2D geometries.
Imposing dynamic-rupture boundary conditions always makes

he stability condition of numerical methods more restrictive. How-
ver, values for the Courant number up to vmax�t/h = 0.66 yield sta-
le solutions with both second- and fourth-order spatial operators
hen simulating the spontaneous rupture in the partly staggered grid

see Cruz-Atienza, 2006�.
We have implemented a Coulomb-like slip-weakening friction

aw. Both cohesive-zone resolution and fault-solutions error have
een investigated through a parametric study. Numerical Nc esti-
ates for h�70 m and �c �0.5 m are in reasonable agreement with

heoretical values for a similar but simpler problem. In this paramet-
ic domain region, we always found Nc �4. We have also found a
ood correlation between Nc and error estimates for grid sizes h
70 m: the smaller the parameter Nc, the greater the error. However,
e find no more correlation for finer grids. This lack of correlation
ay reveal either an oversampling of the cohesive zone from Nc �4,
hich makes this parameter have no further influence on numerical

onvergence, or that convergence of the FDFE model is governed
ainly by other first-order effects associated with mesh refinement,

uch as the reduction of numerical oscillations. Fault-error estimates
ave been computed from interpolated solutions, so the ambiguity
ssociated with the lack of error sensitivity on �c may be partly a con-
equence of inaccurate error estimates.
Comparisons of results obtained by the FDFE rupture model with
hose obtained by the BIE approach were carried out for planar and
onplanar fault geometries. These comparisons are not trivial. The
DFE method presents a linear convergence rate �Figure 7�, that is

ower than the power-law rates determined by Day et al. �2005� for
wo independent and accurate approaches along planar faults: a fi-
ite-difference split-node �DFM� model and a frequency domain
IE model. Comparisons presented in this paper as well as the analy-

is of a well-established benchmark exercise �Harris and Archuleta,
004� performed by Cruz-Atienza �2006� with the FDFE approach
how that values of grid size h�70 m provide reliable results for
ifferent spontaneous-rupture problems, including nonplanar fault
eometries. The accuracy of FDFE modeling, which is formulated in
he partially staggered grid, is comparable to that of the stress-glut

ethod, which may be implemented in the standard staggered grid
or simulating simple planar problems �Dalguer and Day, 2006�. Our
esults show that thick-fault discrete models may provide accurate
esults even along nonplanar rupture surfaces, provided that suitable
reatment of boundary conditions is performed.

Even if dynamic-rupture effects on fault-normal stresses were not
aken into account in validating our model, the FDFE method under
omplex geometric conditions reproduces solutions obtained by an
ndependent semianalytical BIE method quite well �Aochi et al.,
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SM136 Cruz-Atienza et al.
000b�. We notice Aochi et al. �2002� show that rupture propagation
long nonplanar faults is mainly governed by the shear-stress field
head of the rupture front even when the Coulomb failure criterion is
onsidered. Dynamic variations of fault strength associated with
ormal stress changes away from the free surface only cause second-
rder effects.

CONCLUSION

We have introduced a numerical method based on finite differenc-
s in a partially staggered grid for modeling the dynamic rupture of
onplanar faults in three dimensions. This FDFE approach has a spe-
ific way of handling boundaries in which a local set of rupture con-
itions is applied, depending on both the local fault orientation and
he constitutive friction law.

The most important feature of the FDFE model is not its accuracy
t a given discretization level but the ability to go beyond simple and
ften unrealistic planar fault geometries. This model has been de-
igned for solving the dynamic rupture problem of nonplanar faults
n arbitrarily heterogeneous media. For this reason, validating it in
onditions more complex than planar is fundamental. Results ob-
ained for spontaneous slip-weakening ruptures along parabolic
aults with a translation-invariant axis are in good agreement with
esults obtained by a semianalytical BIE method.

The analysis of more realistic nonplanar fault simulations, consid-
ring heterogeneous stress fields and variations on the medium prop-
rties, are the next modeling target for the 3D FDFE approach,
hich benefits partially staggered finite-different efficiency. This
umerical tool may be applied for studying the dynamic develop-
ent of complex microfracture networks in oil reservoirs subjected

o some regional load by analyzing the associated seismic emissions
ecorded in both the earth’s surface and boreholes. It may be also
sed to analze nonplanar fault interaction and for the dynamic mod-
ling of large-scale seismic events.
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APPENDIX A

A PARTIALLY STAGGERED SECOND-
ORDER OPERATOR

If second-order centered finite differences are used to approxi-
ate first-order spatial differentiations of a discrete field 
i,j,k along

he three Cartesian directions x, y, and z within the partially stag-
ered lattice shown in Figure 1 �Saenger et al., 2000�, we get, respec-
ively, the following formula:
�
i,j,k

�x



1

4h
�
i+1/2,j+1/2,k+1/2 − 
i−1/2,j−1/2,k−1/2

+ 
i+1/2,j+1/2,k−1/2 − 
i−1/2,j−1/2,k+1/2

+ 
i+1/2,j−1/2,k+1/2 − 
i−1/2,j+1/2,k−1/2

+ 
i+1/2,j−1/2,k−1/2 − 
i−1/2,j+1/2,k+1/2� ,

�12a�

�
i,j,k

�y



1

4h
�
i+1/2,j+1/2,k+1/2 − 
i−1/2,j−1/2,k−1/2

+ 
i+1/2,j+1/2,k−1/2 − 
i−1/2,j−1/2,k+1/2

− 
i+1/2,j−1/2,k+1/2 + 
i−1/2,j+1/2,k−1/2

− 
i+1/2,j−1/2,k−1/2 + 
i−1/2,j+1/2,k+1/2� ,

�12b�

�
i,j,k

�z



1

4h
�
i+1/2,j+1/2,k+1/2 − 
i−1/2,j−1/2,k−1/2

− 
i+1/2,j+1/2,k−1/2 + 
i−1/2,j−1/2,k+1/2

+ 
i+1/2,j−1/2,k+1/2 − 
i−1/2,j+1/2,k−1/2

− 
i+1/2,j−1/2,k−1/2 + 
i−1/2,j+1/2,k+1/2� ,

�12c�

here h is the grid size of the regular mesh. The discrete expressions
or the entire system 1 with second order in time and fourth order in
pace accuracies are reported by Cruz-Atienza �2006�.
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