INTERNATIONAL JOURNAL FOR NUMERICAL METHODS IN ENGINEERING, VOL. 24, 871-891 (1987)
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SUMMARY

The paper presents various ways of fitting the boundary conditions in the T-complete functions method.
The authors point out the distinct advantages of the orthogonal collocation in comparison to the equidistant
collocation and the integral fit. The convergence of the Collatz error measures and the conditioning of the
solution matrices are investigated in detail.

1. INTRODUCTION

There are two main approaches for the formulation of boundary methods; one is based on
boundary integral equations (boundary element methods, as well as the boundary series
method!~3) and the other is based on the use of complete systems of solutions (Trefftz method*~).
This article is concerned with the latter approach.

Complete systems of shape functions can be constructed in many alternative ways. Several
aspects of such questions, such as completeness and convergence of integral least squares fitting
of boundary conditions have been extensively studied by one of the authors.*37~!! Construction
of finite elements with this kind of shape function has also been investigated.!?

To fit the boundary conditions one can use a direct or, alternatively, an indirect approach.®
To be morce specific, consider the Dirichlet problem for the Laplace equation on a region ©Q with
boundary I'. In this case the boundary condition is u = i on I', where u is a prescribed function.
Let k = du/0n be the unknown complementary boundary values. To solve such a problem by
Trefftz method, one has available a T-complete system of functions {U,,U,,...}. Then, in
the direct approach one constructs a linear combination # =3, a,U; which approximates the
prescribed boundary values i, whereas in the indirect approach 4 is required to be such that
01i/On approximates the unknown normal derivative k, on the boundary. The indirect procedure
has been used in previous works and has been called boundary fitting using opposite weights.!?
However, it had not been realized that such a procedure is tantamount to approximating the
unknown boundary derivatives. To see that this is indeed so, recall the well-known reciprocity

relation
v Ju
J‘ru—a—'—‘dx=J‘rv%dx (1)

which holds for harmonic functions in Q. If we impose the condition
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an Ou
= N 2
“ana)Ud"O i : V)
it will be granted that the projection of di/on on the subspace spanned by the functions
{U,,..., Uy} is exact; ie. it is the same as the projection of du/dn. In view of equation (1), it
is clear that
o) Ou U, ()U,
——= JUijdx = —dx=1] @~ dx 3
L(an an) idx J @ —-u~ dx = J @ —a)=-= )
Hence, equation (2) becomes ,
aaU‘d = a?—(ﬁdx @)
r on r on

which is fitting the boundary values with opposite weights.

This article studies the behaviour of solutions obtained using alternative ways of fitting the
boundary conditions. Section 2 and 3 study the relation between collocation and integral fit;
special attention is given to orthogonal collocation which is quite efficient. In the remaining
part of the article the results of numerical experiments are presented and some improvements
that can be achieved by multi-step fitting are discussed. Finally, questions related to conditioning
of solution matrices are also analysed.

2. RELATION BETWEEN COLLOCATION AND
THE INTEGRAL FIT

To be specific we shall consider problems associated with the Laplace operator, although similar
considerations apply to other elliptic equations. The boundary of the region Q will be, as before
I',and I",, ', will be a decomposition of I'. If a function u is harmonic in Q i.e. it fulfils Laplace’s
equation in Q), then is clear that u is the solution of the problem

Au=0, in Q (5a)
u=f(x), on I, (5b)

0
u'= 6_: =g(x), on I, (5¢)

if and only if the quadratic functional

X(u)=j [u—f(x)]zdx+J [;—:-—G(X)rdx ©6)

vanishes (i.e. it is minimized).
An approximate solution 4 to this problem can be obtained by replacing the integrals in (6)
by their numerical approximation. Thus

W

Z Wlalx,) — f(x,)1* + ZH W, [4'(x,) — g(x,)1* =0 ™

o

where the W, are weighting constants of integration. Equation (7) is equivalent to the collocation
equations

d(x,)=f(x,), p=12,.. ,p*—forI'y (8a)
W(x,)=g(x,), u=p*+1,. ,v*—forl, (8b)

If the system of shape functions U(x) is used, one can write



id(x) = ;:Zl a,U (x) ©

In this case equations (8) become

'Zl ajUj(xu):.j.(xp), H= l)-“’ﬂ* (loa)
P v
,=Z| aUi(x,)=g(x,), p=p*+1,..,v* (10b)

where the prime stands for the normal derivative. Hence, it is seen that the numerical
approximation of the integral fitting leads to simple collocation on the control points used for
the integration.

~ Similar conclusions are obtained if the number of control points is greater than the number
of Trefftz functions. Indeed, assume that J is the number of Trefftz functions and that v* > J.
Then equation (7) can not be fulfilled exactly and one has to be satisfied with

v*

5 Wlix) = Sl + 3, W,L(x,) — g(x,)] = min (1)
This leads to
£ WUl - fe)] 4 3 MU s) gt =0 k= LI (12)

and, more explicitly,

v

ur u*
a j[“;l WUuUp+ 3, wuu;uu;"] = "; W, U, f(x,)

 u=p

M~

=1

+ Y WU,gx,);, k=1..,J ' (13)
‘ p=pu+1
where Uy, = Uy(x,) and U}, = U,(x,).
After the introduction of the following rectangular matrices and vectors:

an By, - ’Bu_ _anBn WBy, - WIBL—
351 By ‘BZ,J : VB3, W,B,, -+ W,B,
B= B= (14)
vl Bv‘ 2 Bv',.l N | ,v’Bv".l Wv’Bv",Z Wv'Bv'..l_
X {
Jixa) 13
flx,) a=
EJI:"":l.:‘ | -I a;
Lgtxe)
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where

Brs= U_'(X,.), X,Erl, fOl‘ 'Sll*

B, = Ui(x,), x,€l[,, for p*>r<v*

equation (13) can be written as

B'Ba B'c (15)
We could have considered, instead, the overdetermined collocation problem
J .
j;l a,U,(x,,)=f(x,,), p=1,..,p* (16a)
J
;;1 a;Ui(x,)=g(x), p=p*+1,...,v* (16b)
with J > v*. Since equations (16) do not have, in general, a solution, one has to be satisfied with
Y W.R.+ Z W,R;} = min (17)
u— u=p+1
where
J
j; a;Uj(x,)—f(x,)=R,, p=1,...,u* , (18a)
J
,Z a,U(x,)— g(x,,)— p=u*+1,...,v* (18b)

Condition (17) leads precisely to equations (13) again. Thus, least squares integral fitting is seen
to be equivalent to least squares collocation. In what follows we investigate the influence of the
distribution of control points x, and the weighting constants W,.

3. ORTHOGONAL COLLOCATION AND INTEGRAL FIT WITH
GAUSSIAN INTEGRATION

Using T-complete systems of functions, the solution of a boundary value problem only requires
the construction of an accurate approximation of the given boundary data f(x), g(x) by the
specific series of functions Uy(I";), Uj(I";) which are the values of the shape functions on the
boundary I'. This series may have a very complex form, as it depends not only on the T-complete
system applied, but also on the shape of the contour T". ‘

A related problem which can give hints about the efficiency of alternative distributions of
collocation points is the approximation of functions by polynomials. As we know, equidistant
points are not very convenient in this case, because such a procedure can be divergent (this is
called the ‘Runge phenomenon’3). However, if the control points are located at the zeros of
Legendre polynomials of degree v* (where v* is the number of control points), then the residue

w(x) = ti(x) — u(x) (19)

is the orthogonal to all polynomials of degree smaller than v* and the process is necessarily
convergent. This will be called Gauss-Legendre integral approximation.

As an extension of this procedure, the idea of using orthogonal collocation inside Q has been
broadly used for solving differential equations.!*~!% Various types of equations are solved with
the help of splines as shape functions and estimates of the accuracy of the solutions are
available.!”"'® In our case the orthogonal collocation is applied on I'. An estimate for the error
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inside the region Q can be made in the following way. For simplicity, consider the case of a
Dirichlet problem (i.e. I'; = ¢). Assume that orthogonal collocation of degree n is used inside
each of the equal segments I, of the contour I', where
L
= U r,, N =7 (20)
Here L is the Ic.nblh of the contour and h is the lcngth of cach of lhc scgments I, For
this case the error w(x) is given by (19), with f

a=1

A(x) = % U,(x) 21

TM‘.

The error function w{x) inside Q is given in terms of its values on the boundary by

W(i)=j K(x, E)w(®)de = Z K(x,f)W(f)df y - (22

where K(x, &) is the appropnate influence functlon for the Dmchlet problem in Q. On the boundary
I, £ can be expressed in parametric form, in terms of the arc lengths. Then, for eacha =1,...,N,
there are n zeros {s},s3,...;s%} of the function w[&(s)] which correspond to n
collocation points {&(s$),...,&(s%)} inside the segment T,

Apply now equation (22) at any interior points x of Q. At any fixed interval I, write

K[x,&(s)Iwlé(s)] = q(s) ‘I:Tl (s —s) (23)

which is clearly possible. Even more, the function [T}- (s — s?) is orthogonal to any polynomial
in s of degree less than n. When g(s) is C", by Taylor’s theorem one has
‘ q(s) = polynomial of degree (n — 1)+ O(h"). . (24)

Therefore
L K[x,E(s)Iwl&(s)]1dé(s) = L O [T(s  shds=o0(h** (25)
going back to (22)¢we obtain .
w(x) = i O(h** ') = O(h?") (26)

because N = L/h.

We have shown in Section 2 that the integral fit, using the same number of control points for the
numerical integration as shape functions, is equivalent to collocation at the control points. Thus, in
this case, the error estimate we have just obtained is also appllcable to integral fit when Gauss—
Legendre numerical integration is used.

It must be noticed that although the procedure just explained shows that the error is O(h*") for
any interior point x, this fact is less significant when the boundary I is approached because the
function K (x, &) is singular on I', so the approximation is slowly convergent. Indeed, equation (26)
means that for every x, there exists a positive number M such that

[w(x)| < M h2" (27

However, M depends on x and may grow indefinitely when the boundary is approached.
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In the case of the least squares fit the system of weights W, (equation (15)) considerably
influences the final result of the fit. For Gauss-Legendre integral fit this system by the formula

w, =t—23-t—1Au (28)
where 1,,t, are the lower and upper limits of the integral and A, are Gaussian weights. The
automatic association of weights with the ranges of intcgration (when the scgments I, have
different lengths) is not always profitable. More reasonable seems often to be the direct choice of the
Gaussian weights in orthogonal collocation (W, = 4,), which corresponds to the sum of average
values of the integrals over the segments I',. A comparison of the numerical results when applying
various systems of weights W, is presented in the following sections.

4. ERROR CRITERIA

Generally, the error norm must be carefully chosen in order to reflect those aspects of the error
most relevant from the engineering viewpoint. Taking w(x) as in (19), the integral error norms

Eq= I jw(x)|? dx (29a)

or

Ep= J |w(x)]? dx (29b)

are in a certain sense representative, as they estimate the solution in the global way. However, the
integrals smooth out the local concentrations of the error, which can sometimes be unacceptable
from the engineering viewpoint. Hence, in the two-step solution additional weighting functions
should be introduced, for example

E.= ‘[ [wy (x)[*|w(x)P dx (30a)
r :

or

Ea= [ vy oPwEolrdx (30b)
Q
where w, (x) is the error associated with the first-step solution of the problem and the exponents p, k
are positive numbers which control the influence of the particular factors.
As has already been mentioned, for elliptic problems the maximum error occurs on the
boundary.!® Hence, we have introduced the error norms (Figure 1):

E.= max|w(x), E,= maxw—minw : 31
xel’ xell ’ xel’

The first one is called the extreme error of the fit and the second one, the width of the error band. We
consider these measures as sufficiently representative for the problems discussed and applied them
in our numerical investigation of the ways of fitting the boundary conditions.

_ 5. BEHAVIOUR OF SOLUTIONS: NUMERICAL EXAMPLES

Two T-compietc families of shape functions were used: harmonic polynomials
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Figure 1. Definition of the Collatz error norms on the boundary I’
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Figure 2. Contours of the areas Q used in the numerical examples: I, II, III—segments of fitting the boundary conditions

U:: =1, Ugn = Re(z"), Ul21n+l =Im(z"), n=1,2, (32)

and singular logarithmic functions
U,=1 U,=logr, n=12,... (33)

Here r2 = (x — x,)* + (y — ,)? and the singular point (x,, y,) lies outside the region Q.
These functions identically satisfy the Laplace equation inside Q. We investigated their

behaviour when fitting Dirichlet boundary conditions:
fs)=(*+y)/2, onT
on two different contours—the rectangle . and the rectangle with rounded corners Q, (Figure 2).

Because of the symmetry we applied
U" = Re(z"), n=0,24... - (35)

(34)

in the case of the harmonic polynomials, and
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Figure 3. Error |w',,, on the boundary of the square, a=b=10; N,(=6) is the number of the shape functions

applied, N, is the number of control points on each side of the rectangle: I—equidistant collocation insidc the segments;

11—equidistant collocation including the corner; I11--orthogonal collocation; [V—orthogonal collocation with the
additional control point in the corner; V—integral fit with the Gaussian integration

U1=
2
U2= Z logri
i=1
[3
Uy= Y logr, 36)
=3
10
Ue= Y logr,
=7

for the singular logarithmic functions. To investigate the convergence of the solutions and the
conditioning of the matrices we also applied 10 additional singular functions (Figure 2(a)) in the
latter casc. Becausc of the symmetry they formed three independent shape functions.

In Figures 3 and 4 we can see the results of the calculations for the harmonic polynomials
and the rectangles of different shapes. As the number of shape functions applied was N, =6
(UP for n=0,2,...,10), the point N, =3 (the number of control points on each side of the
rectangle) means the direct fit of the boundary conditions and N> 3 means the least squares
solution. In the case of the control point located in the corner, the solution for N, =3 could
not be calculated, as this point was the same for both sides of the rectangle and the solution
was singular.

All the calculations showed the evident superiority of the least squares fit over the direct fit
of the boundar’y conditions. In most cases the error decreases rapidly after the application of 1
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Figure 4. Error |w' ., on the boundary I, e =2, =05 N, =6 [—V¥ as in Figurc 3; V  -orthogonal collocation
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Figure 5. Error function w' on the bouﬁdary I, a=20,b=05,N, =6 The segment 0 <x < 20; y = 0-5: [—equidistant
.collocation at the ppiq}s ‘l’, Zlaﬂd}hllr—x—_qquidj;»ggnt cqll’qcﬂtiqn‘,g,t )the:po_ingg ﬁ,ﬂ.ﬁ, 9;?““1 7 (_least squares)

or 2 additional control points and the error function changes its form considerably (see Figure 5).
However, a further increase, of the number of the control points does not seem to be profitable,
as the results (espec:ally when applymg the orthogonal type of collocation) become more stable.

. In the case of the square, the. corner was the point of the most. significant errors. Hence it
appeared profitable to place.and additional control point at it. This was difficult for the typical
integral fit with Gapssnan integration. However, when we changed to orthogonal collocation,
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corner
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Figure 6. Error function w' on the boundary of the square a=h= 10, N,=6. The segment 0<x<10; y=10;
I—equidistant collocation in the points 1, 2, 3 and 4; Il—orthogonal collocation in the points 9, 10, 11 and 4:
1I1-—orthogonal collocation in the points 12, 13, 14 and 15; IV—equidistant collocation in the points 5, 6, 7, and 8
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Figure 7. Error Iwrl,,,_,\on the bdundary I, (Figure 2(b)); a=20,b=10,r=0s5, N, is the number of the control points on
cach of the three segments of the boundary: I—equidistant collocation inside the segments; N, =4; II-—equidistant
collocation including the ends of the segments, N, = 4; II—orthogonal collocation, N, = 4; IV—integral fit with the
Gaussian integration, N, = 4; V—orthogonal collocation with the Gaussian weights, N, = 4; VI—equidistant collocation
including the ends o‘f the segments, N, = 6; VII—orthogonal collocation, N, = 6; VIli—orthogonal collocation with the
ot amgnndt LG IS5 Gaussian weights, N, =6 1 it
this ‘additional point'did not disturb the procedure, and its introduction was very easy. In
Figure 6 we ¢an sec the influence of the choice of control points on the error function w(x) in
this case,  Fsbmrsirgliog oo RS L '
For the sméoth contour (Figure 2(b)) we could observe the superiority of the orthogonal
collocation with the Gaussian weights, which is clearly visible in Figures 7 and 8. The typical

1 .
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Figure 9. Error function w' on the boundary I',, a=20, =10, r=035; N, =3: I—equidistant collocation in the
points inside the segment, N, = 4; Il —equidistant collocation including the ends of the segments, N, = 6; III—orthogonal
b o collocation, N,=6 - gii:

distributions of the error functions in this case are presented in Figure 9. The width of the error
band on the boundary I' (E,=wk,, —wk;.) behaved, for both shapes of the area Q, very
similarly to E,, though the differences between the particular procedures were a little smaller.
We can see this in Figures 10 and 11, which can be compared to Figures 3 and 7, respectively.

Changing the shape functions to logarithmic type (36) did not introduce basic changes in the
behaviour of the solution when applying the different procedures for fitting the boundary
conditions. Figures 12 and 13 show the most characteristic results in this case. The rapid decrease
of the error after the application of the first additional control point (in comparison to the direct
fit) and the stability of the solution with further increase of N, are evident.

The authors also calculated for all the cases the integral fit with opposite weights, which is
often convenient!? and does not disturbe the symmetry of the main matrices. However, the
results were similar to those of the least squares integral fit (Figure 14).
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Figure 13. E, and E, on the boundary [,,a = 20,b = 1-0,r = 0:5. Logarithmic shape functions, 7, = 3-0,r, = 2-0: -Vl asin
Figure 12; VII—equidistant collocation including the ends of the segments (N, = 7); VIII—orthogonal collocation
(N, =7); IX—orthogonal collocation with the Gaussian weights (N,=7)
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where AA and Ab are the computational errors (e.g. rounding error) of the matrix A and the vector
b, respectively. For a symmetric matrix, we define

JAI=max ¥ lal=max ¥ layl (38)

1gjeni=1 1gignd=1 o

P
LI
o) ! LT S

U W= ARAT L T ‘ 69

1 i h

o

PRI

P
5 S

l
]

and the Q‘.’Qdigti(,".“’ number y is given by2%2t, oo

The purpose of )Aour numerical experiments was to determine the influence of the different
characteristics involved in y and [|Ax|. For harmonic polynomials such characteristics were
the number of shape functions, the number of control points and the shape of the region Q. An
additional characteristic, for singular logarithmic functions, was the distance of the singularities
to the boundary I. The increase of the number of control points (least squares solutions) caused,
as a rule, a certain decrease of the error estimate, but the condition number remained relatively
unchanged when the different procedures for fitting the boundary conditions were applied.

_Table I shows the results that were obtained for harmonic polynomials. The most conspicuous

increase of y and || Ax || can be observed with the changes of the contour shape (increase of the
ratio a/b) and the number of the shape functions N,. For the singular logarithmic functions
the problem of the conditioning of the matrices is ‘more complicated since the distance
of the isingularities from the region € plays an additional important role. In Figure 15 we
can see the results of the calculations for the area I,. It becomes obvious that the optimi-
zation of the distances r, and r, must include not only the error values (as was proposed
by Mathon and Johnston??) but also the conditioning number 7. v ‘

Since increasing the number of shape functions that are used in a given boundary value
problem produces an increase in || Ax || and , in general it is not possible to enlarge the system of
shape functions that is used, beyond certain limits. Thus, when such limits are reached all that can
be done to improve the solution is to use multi-step fitting (section 7), or to divide the region Q into

elements. However, it must be noticed that using || Ax | and y to determine such limits may be too

conservative, since || Z;n is only a bound of the actual error || Ax . Table 11 displays some of the
results for the condition number y, which may be of interest in actual engineering calculations.

We introduced into the matrix A additional disturbances of the order 10~ 8 situated incidentally
inside the matrix [in the example this was introduced by the instruction 1F((I1 +J). EQ. 4. OR.
(I1+1). EQ. 6) A(LL))=A(l,J) + 1.E — 8]. The reaction for these disturbances is compared with
the estimators of the result error (with the assumed data error of the same order 6, = 1078).
We can see the considerable difference between this estimation and the real error of the roots.
Additionally it is visible that even the great error of the roots can result in relatively small
changes of the field functions. All these facts must be taken into account while limiting the
solution factors. f
' "Additionally, it should be noted that the order of the final solution error did not increase
during the test when changing the places of the matrix disturbances. Hence the test described
above can be considered as the image of the real sensitivity of the solution on the matrix errors
and the authors suggest it as a helpful tool in the determination of the limiting values of the
solution factors a/b, N,,r, and r,.

7. MULTI-STEP FITTING

An important advantage of the boundary method is the fact that the error of the approximate



Table Conditioning measures of the matrices'in the numerical examples (shape functions-harmonic polynomials); the
" . assumed error of the matrix elements, , = 108, the accuracy of calculations is 11 digits

Data
I=sd. & © NSN, 5 =< 30 3 S JAY 1A= - 37 S T8
TZEE Y 4 2" equidistant collocation  — 1140 x10° © - 1426 4478 x10° 3818 x 107°
= < orthogonal collocation = = 9-562 x 10° 0782 7480 x 107 2661 x 10-*
_ ~integral fit 5838 x 10° = 0777 = 4534 x10°. 22295 x10°°
6 equidistant collocation 2122 = 10* 338 = ~ 7177 = 10" _1-098 = 107¢
orthogonal collocation 43735710 _ =+ (258 - 11127 < 10* 9288 = 1077
Cintegral fit - _ 6850 =107 0902 S 6180 x 107 2823 x 107°
| s T | 4 2" eguidistant collocation 4-803 = 10° 2072 =9054 x 10° =1-432 % 1077
- orthogonal collocation 5614 x 10° 0990 - 5558 x 10° ~1024 x 107*
= 6 equidistant collocation 1:584 = 10° 0465 - T-3BA = 107 4034 < 10°°
orthogonal collocation 1:838 = 10® 0-337 6194 % 10° 4484 = 10°°
O =81 6 3! eguidistant collocation 5965 x 107 2875 1775 € 10'"" 9510 = 1072
“orthogonal collocation 1262 x 10'? - 719 9075 % 107 2-359 x 107%
6 equidistant collocation 1-600 =109 673 1-076 = 10'° -2:267 = 1073
_ orthogonal collocation J082 = 1017 0-392 “1014 = 10 14037 x 1071
[, 2 1 05 4 4 cquidistant collocation ~ — 2(49 = 10* ~ - 0326 _ -6681 x10* -1-767 x 107°
- orthogonal collocation 2030 % 10* - 0329 6671 x 10 -1-798 = 10°%
3 6 equidistant collocation G828 = 10° 0317 2166 x 10° 5376 x 1073
orthogonal collocation 7129 x:10% B 2248 % .10° . 5024 < 1077
I, 2 05025 6 4 equidistant collocation 4468 x 10° 10:10 4514 % 107 3120 x 1074
orthogonal collocation 4351 = 10° G095 3063 = 107 2693 = 107
* See Figure 2 ; Co

t For the unification of the programs the formula (15) was applied also in the case of the direct fit’

988

VITUIdH TANY DISNITIIZ 'd 'V
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Figure 15. Influence of the distance of the smgularmes on the results of the example. Logarithmic functions: area
F—a=20, b—lO r-QS N 4 N 4 on each segment orthogonal collocatron

solution is introduced only through the boundary. For elliptic equations the maximum error
occurs just on the boundary.!® Also, in previous drscussrons thrs has been elated to the error
in the interior of the region Q.- v om0 - A

In solutions with T-complete systems of, functrons, the boundary error ;s drrectly observed as
the difference between the prescribed and calculated boundary functions. Observe that the same
is not possible when using boundary integral equations. This allows using muliti-step fitting of
boundary conditions, i.e: applying procedures for successive correction of boundary errors.

Secondary collocation at the points of extreme boundary error in the first-step solution is one
of the obvious methods for ﬁt improvement. In Figure 16 we can see the result of the application
of three additional control points with weights proportional to the values of the error in the
first-step solution. Repeating this procedure we could obtain the optimal fit for a given number
of shape functions. This can be especially important when mcreasmg the number of the shape
functions is difficult because of condltronmg reasons (see section 6).

Treating the boundary error wi from the first-step solution (which is known exactly) as a
new boundary condrtron‘ls another possrbrlrty for rmprovmg the result. Since the exact solution
is . I - 5 : !

u(x) = (x) — wy(x) (40)

it is required to find an accurate approximation of w,(x). The function w,(x) should however,
be, calculated in a different way to the first-step solution. For example, one can use different
T-complete systems of functi"ons or. a different division of I' into segments. In Figure 17 we can



Table L lntlu:nt‘c ol the distorbances of order U - gnirodoced mnio - the mainx A Loganthmc shape Wnciions, v, =4, conour i,
= ~ - a=20.b=10, r =03}, N, =4 in cach segment

Fit = FiliFy JAT JATY ; o lAx) Roots aof the equation Ax=h

- (Figure 2) ~ifor undisturbed data) (0, Q)

s = : = - =1 1 2 . 4
E5| = =30 -2 | & '5| - 32601693 —0-174134  —0O1350%  — 3005841 . 0-910178" u
s s|lalfa| 8= ;
2% ry =24 =% 5 BhE] 3| 32602116  —0-174145 —0013521 —3005871 0910178 D
35 ry =340 = | 2% | —32285155 —0166791 —0005362 —2983287 0909756 U
& 7 = =
] é I = = ; z - t
=] ry=20 1 = e gt 32-285621 —(F166803 —O0005374  —2-BE3320 0809754 D

|

= E r, =440 t ||| 3| —247s385 6-308819 5448441 12681568  O-908618° u
Eq = i W, 33 e
i~ 2. = bl &
53 rom 30 |2z 2| 207607 6513186 5642669 13477234 09086148 D
s =40 T | Bl2] 2 |- —2162433 6772079 5869465 14410267 0908292t U
o = = = x | 2
i SO [ 2 MR o
%5 ry=31"" 4 oot e & 1 = — JRR-RTR2 6976907 GO550L] 151706148 (H0B 309+ D

U—undisturbed results; D—disturbed results - - ¥

* Formal application of the formuila (37), invalid for these values of y (see Fxgure 15)
t Extreme difference between disturbed and undisturbed 1 was of the order 1076

! Extreme difference between disturbed and undisturbed & was of the order 10™4
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Figure 16. Two-step fitting of the boundary conditions on [, harmonic polynomials; orthogonal collocation, N, =4,
N.=4,a=20, b=10, r =05: [—first-step solution; Il-—improved solution with the three additional control points

singularities of the
second - step shape

= functions
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Figure 17. Improvement of fitting the boundary conditions on F Logarithmic shape functions. Orthogonal collocation;
a 20, b=10, r=05, r, =30, r, = 2:0: [—one-step solutlon, N,=4, N.=4, y=1-53 x 10%; II—one-step solution,
=7, N.=4 y=470x 101 IH—two-step ; solution, . N,, =4, ,LNu =4, N,=3, N‘,z =6, 71 =153 x10%,

Uy =489 %102 . , _,. g e .

see the two-step procedure when applying the singular logarithmic shape functions. The
diminishing of the error can also be done in the one-step solution with the greater number of
shapc functions (cugve II) | but in this case the condmon number of the solution matrix would
increase. !

The multi-step fitting can also be useful in typlcal engineering calculation which can be
considerably improved by application of additional control points in the regions where the
greatest values of the investigated field functions occur.
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Figure 16. Two-step fitting of the boundary conditions on I,, harmonic polynomials; orthogonal collocation, N, =4,
N.=4,a=120, b=10, r=0>5: [—first-step solution; II--improved solution with the three additional cont_rol points
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Figure 17. Improvement of fitting the boundi\rj conditions on T ,'. Logarithmic shape functions. Orthogonal collocation;
a=20,b=10, r=05, r, =30, r, =20: [—one-step solution, N, =4, N, =4, y = 1-53 x 10%; I—one-step solution,
N,=7, N.=4 y=470x 10"}, IlIl—two-step, solution, . N, =4, N, =4, N,=3, Ne=6, -7, =153 x 10%,

Tn=489x100 T T

see the two-step procedure when applying the singular logarithmic shape functions. The
diminishing of the error can also be done in the one-step solution with the greater number of
shape functions (cutve II) but in this case the condition number of the solution matrix would
increase. ! -

The multi-step fitting can also be useful in typical engineering calculation which can be
considerably improved by application of additional control points in the regions where the
greatest values of the investigated field functions occur.
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8. CONCLUSIONS .

‘M
This paper has proved the 1dent1ty of mtegral fit and collocation. It has also showed the distinct
superiority of least squares fit over direct collocation on the boundary.

The advantages of orthogonal collocation ‘are clearly shown. It results, as a rule, in a better
fit of the boundary conditions than equidistant collocation and uses the unique control points
inside the segments. In comparison to the integral fit, the orthogonal collocation has no additional
weights connected with the length of the segments (see section 3) and also allows for casy adding
of the control points, which is sometimes profitable. : [

The Collatz measure of the boundary error (which is applied in the work) seems to be a good
estimate of the fit, as it does not allow for propagation of big errors. This is especially important
when forming elements with T-complete systems of shape functions.!?.

The conditioning of the solution matrices has been investigated in detail. The paper points
out the danger of the unconscious application of certain solution fagtors beyond the accessible
limits and supplies some guide for avoiding ill-conditioned matrices.

On the positive side the reader can see the simplicity of the T-complete function method, the
easy estimation of the solution error and the possibility of reducing it by multi-step fitting the
boundary.copditions. The main solution gives here directly the coefficients of the shape functions,
which allows avoidance of the ‘postprocessing’ which is a characteristic disadvantage of other
boundary methods. However, the conditioning of the solution matrices remains as the main

limitation of the method discussed.’
Y gate by

" - ACKNOWLEDGEMENTS P

This work was completed during"the stay of A. P. Zielinski at UNAM. The financial support
of CONACYT is gratefully acknowledged. The authors also acknowledge Mrs. Selma Campos
for making the drawings for the paper. | ‘

REFERENCES

1. A. P. Zielinski, ‘On curvilinear distributions expressed by double Fourier series’, .l Appl Math. Phys.(ZAMP ), 31 (6),
717--729 (1980).

2. A. P. Zielinski, ‘A contour series method applied to shells’, Thin-Walled Str., 3(3), 217-229 (1985).

3. A. P. Zielinski and M. Zyczkowski, ‘The trigonometric contour series method in application to clamped plates of an
arbitrary contour’, Bull. Polish Ac. Sc., 29(9-10), 159167 (1981).

4. 1. Herrera, ‘Trefltz method‘ mC A. Brebbla (ed.), TOplCS in Boundary l:lement Research Vol. 1, Springer Verlag, Berlin,
1984.

5. I. Herrera, Boundary Methods: an Algehralc Theory, Pitman Adv. Publ. Prog. Boston, London, 1984,

6. E. Trefltz, ‘Ein Gegenstiick zum Ritz'schen Verfahren’, Proc. II Int. Cong. Appl. Mech., Zurich, 1926,

7. H. Gourgeon and 1. Herrera, ‘Boundary Methods. C-complete systems for the blharmome equation’, m C A. Brebbia

""" (ed.), Boundary Element Methods, Springer Verlag, Berlin, 1981, pp. 431-441.

8, I Herrera, ‘Boundary methods: a criterion for complcteness"Proc Natl. Acad. Sc. USA, T1(8), 4395-4398 (1980).

9. I Herrera, ‘Boundary methods for fluids’, in R. H; Gallaghér,H D. Norrie, T. J. Oden, O. C. Zienkiewicz (eds), Finite
Elements in Fluids, Wiley, New York, 1982,

10. I Herrera and H. Gourgeon, ‘Boundary methods C complete systems for Stokes problems Camp Meth Appl. Mech.

1 Eng., 30, 225-244 (1982), it e ]

11. L. Herreraand F. J. Sabina, ‘Connectivity as an alternative to boundary integral equations; construction of bases’, Proc,

. - Natl. Acad. Sc. USA, 75(5), 2059-2063 (1978). .

12.'A. P. Zielihski‘and O. C. Zienkiewicz, ‘Generalized finite element analysls w:th T-comple(e boundary solutlons
functions’, Int. j. numer. methods eng., 21(3), 509528 (1985).

13. C. Lanczos, Applied Analysis, Prentice-Hall, Englewood Cliffs, N.J., 1956, . .

14, W. F..Ames, Numerical Methods for Partial Differential Equations, Academlc Press, New York 1977

15 '} F. Botha and G. F. Pinder, Fundamental Concepts m the Numer:cal Solutwn of Dljferemml Equauons, Wlley, New
York, 1983, ;



16.

TREFFTZ METHOD: FITTING BOUNDARY CONDITIONS 891

L. Lapidus and G. F. Pinder, Numerical Solution of Partial Differential Equations in Science and Engineering, Wiley,
New York, 1982.

. C. de Boor and B. Swartz, ‘Collocation at Gaussian points’, SIAM J. Numer. Anal., 10(4), 582-606 (1973).
. B. M. Herbst, ‘Collocation methods and the solution of conduction—convection problems’, Int. j. numer. methods eng.,

17, 1093-1101 (1981).

. L. Collatz, The Numerical Treatment of Differential Equations, Springer Verlag, Berlin, 1960.
. E. K. Blum, Numerical Analysis and Computation— Theory and Practice, Addison-Wesley, London, 1972.
. G. M. Philips and P. J. Taylor, Theory and Applications of Numerical Analysis, Academic Press, London, New York,

1973.

. R. Mathon and R. L. Johnston, ‘The approximate solution of elliptic boundary-value problems by fundamental

solutions’, SIAM J. Numer. Anal., 14(4), (1977).



