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A nonstandard collocation method (TH-collocation) is presented, where collocation is used to construct
specialized weighting functions instead of the solution itself, as it is usual, so that in this sense it is an
indirect method. TH-collocation is shown to be as accurate as standard collocation, but computationally
far more efficient. The present article is the first of a series devoted to explore thoroughly collocation
methods. The following classification of collocation methods is introduced: direct-nonoverlapping; indirect-
nonoverlapping; direct-overlapping; and indirect-overlapping. Most of the effort reported in the literature
has gone to direct-nonoverlapping methods. The procedure presented in this article falls into the indirect-
nonoverlapping category and it is based on Trefftz–Herrera formulation. c© 1999 John Wiley & Sons, Inc.
Numer Methods Partial Differential Eq 15: 709–738, 1999
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I. INTRODUCTION

Collocation is known as an efficient and highly accurate numerical solution procedure for partial
differential equations. Another attractive feature is that its formulation is very simple.

Usually this kind of method is applied using splines. However, a more general point of view
is obtained when it is formulated in spaces of fully discontinuous functions, i.e., spaces in which
the functions and their derivatives may have jump discontinuities. This latter approach has been
proposed by Herrera [1–4], and research on it has been carried out for some years [5]. From this
more general perspective, the standard formulation using splines is seen as a particular case, which
can be obtained when a suitable strategy for solving the final system of equations is followed.

The great generality of this framework permits classifying collocation methods into two large
groups: direct and indirect methods. Direct methods are those in which collocation is used to
construct the solution directly, while indirect methods are those in which collocation is applied to
construct specialized test functions. In particular, the conventional collocation method [6–11] is
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a direct method, while Trefftz–Herrera collocation [12–15] is an indirect one. In turn, each one
of these methods can be divided into two large subgroups, depending on whether the subregions
used in the construction of the solution are disjoint or overlapping.

When collocation methods are seen from this perspective, it becomes apparent that its study
thus far has been quite incomplete, in spite of its obvious interest. Attention has been given to direct
methods mainly and, to our knowledge, only the disjoint class has been reported and discussed
in the literature, while the best known formulations are based on the use of splines [6–11]. Due
to this fact, Herrera and his collaborators have started a line of research to explore this wide class
of methods and compare their relative merits. The results thus far obtained will be reported in a
series of articles that are now being prepared. In the case of elliptic equations of second-order, it
is standard to require continuity of both the function and its derivative [6–11] when formulating
direct methods. However, these conditions can be relaxed when the Trefftz–Herrera method, an
indirect method, is applied [12–15]. But even in the realm of direct collocation methods, it is
possible to relax such conditions when a wider class of direct methods, to be introduced in later
articles of this series, is considered. Similar results can be derived for higher-order equations and
systems of equations.

The present article, first of the series, is devoted to start a systematic formulation of the
Trefftz–Herrera collocation (TH). The basis of this procedure stems from two sources: the Trefftz
method and Herrera’s algebraic theory of boundary value problems. The first method originates
in the work of Trefftz [16]. According to Jirousek and Zielinski [17], the end of the 1970s can
be considered as the beginning of the modern Trefftz-type methods, since during this period the
theory of the TH-complete sets of test functions was established by Herrera [18]. Jirousek himself,
with the collaboration of Zielinski, lead the application of these methods to plate bending and
elasticity problems [19–20]. From the beginning of the 1980s, this approach attracted a growing
number of researchers (for an extensive list of contributors, see [17]).

In Herrera’s theoretical foundations for Trefftz method a fundamental concept is ‘‘TH-
completeness,’’ which was introduced under the name of C-completeness [21]. Very impor-
tant contributions to the development of TH-complete systems of analytical solutions were made
by several authors and a systematic presentation of the subject, summarizing such work up to
1992, may be found in Begher and Gilbert [22]. According to these authors:

‘‘The function theoretic approach which was pioneered by Bergman and Vekua and further
developed by Colton, Gilbert, Kracht–Kreyszig, Lanckau and others, may now be effec-
tively applied because of this result (the TH-completeness concept) of the formulation by
Herrera, as an effective means to solving boundary value problems.’’

Several presentations of Herrera’s theoretical framework of Trefftz method are available [23–24]
and a systematic description of this theory appeared in book form [18]. A basic ingredient of
this framework is the ‘‘Algebraic Theory of Boundary Value Problems’’ [1–4, 18]. Later, some
aspects of this theory were generalized and, in this more general form, it supplies the basis for the
systematic use of fully discontinuous functions in the treatment of partial differential equations.
This scheme, which possesses great generality because it is applicable to equations of any order
and systems of such equations, has lead to a great variety of numerical methods, among those
best known are Localized Adjoint Methods (LAM) [25–33] and Eulerian–Lagrangian Localized
Adjoint Methods (ELLAM) [27, 31, 34–46].

Although the possibility of using this framework as a basis for a new type of collocation
methods was first suggested in [26], and more recently in [12–15], it has not been fully developed
up to know. Thus, in this article this procedure is applied to ordinary differential equations and
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its merits are compared with those of ‘‘standard collocation.’’ In another article of this series,
similar developments will be presented for multidimensional problems.

In Section II of this article, the more conventional methods of collocation, standard collocation,
are briefly explained. The Trefftz–Herrera method is presented in Section III, as an exact method
of solution. However, generally the specialized test functions in which the method is based are
not known exactly, and it is necessary to resort to approximate methods to construct them. These
may be any, but, in particular, when the approximate method used is collocation, the resulting
numerical procedure will be referred to as the Trefftz–Herrera Collocation (TH-collocation). The
construction of the specialized test functions by means of collocation will be explained in Section
IV. The price paid for using approximate weighting functions is the introduction of an error, and
bounds for the error are derived in Section V. Numerical experiments in which these theoretical
bounds are tested are carried out in Section VI, and the performances of TH-collocation and
‘‘standard collocation’’ are also compared there. The conclusions are presented in Section VII.

II. STANDARD COLLOCATION METHOD

The method of collocation most widely known and used has been described by several authors.
A particular version of this method, apparently introduced by Carey and Finlayson [8], performs
collocation on finite elements using splines. For a description of this procedure see [6–11], and
a brief historical description is presented in [47]. For comparison purposes, in this section, this
method of collocation is applied to the most general second-order differential equation, in one
independent variable, which is linear. In the following section, TH-collocation (Trefftz–Herrera
Collocation [12–15]) will be introduced and applied to a more general version of the same problem.

Consider the differential equation

Lu ≡ − d

dx

(
a
du

dx

)
+

d

dx
(bu) + cu = fΩ (2.1)

in an interval[0, l] of the real line and subjected to Dirichlet boundary conditions:

u = u0, atx = 0 and u = ul atx = l. (2.2)

To formulate this problem using piecewise cubic polynomials and orthogonal collocation, a par-
tition Π ≡ {x0, x1, . . . , xE} is introduced. In addition, definex0 = 0 andxE = l. Then the
collocation approximate solution̂u(x) is represented by [47]:

û(x) =
E∑

i=0

ûi · φφφi(x) =
E∑

i=0

{ûih
0
i + û′

ih
1
i }. (2.3)

Here, as in what follows, the notation isui = (ui, u
′
i) andφφφi = (h0

i , h
1
i ), whereh0

i (x) and
h1

i (x) are piecewise Hermite cubic polynomials with support in the interval(xi−1, xi+1), except
at ‘‘boundary nodes’’ (i.e., wheni = 0 or E), in which case the support has to be modified in an
obvious manner. Clearly, when the approximate solutionû(x) is given by Eq. (2.3), it belongs
to C1([0, l]).

In addition, the approximate solution̂u(x) must fulfill the collocation equations:

[Lû − fΩ]xe
j

= 0 e = 1, . . . , E, j = 1, 2, (2.4)
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where, for eache = 1, 2, . . . , E, xe
j (j = 1, 2) are the Gaussian points of the interval(xe−1, xe).

If we substitute the expression of Eq. (2.3) in this one, then the resulting system of equations is

[
N∑

i=0

{ûiLh0
i + û′

iLh1
i } − fΩ

]
xe

j

= 0 e = 1, . . . , E, j = 1, 2. (2.5)

In matrix form this is




[Lh0
1]x1

1
[Lh1

1]x1
1

[Lh0
2]x1

1
[Lh1

2]x1
1

0 0 · · ·
[Lh0

1]x1
2

[Lh1
1]x1

2
[Lh0

2]x1
2

[Lh1
2]x1

2
0 0 · · · ·

0 0 [Lh0
2]x2

1
[Lh1

2]x2
1

[Lh0
3]x2

1
[Lh1

3]x2
1

· · ·
0 0 [Lh0

2]x2
2

[Lh1
2]x2

2
[Lh0

3]x2
2

[Lh1
3]x2

2
· · · ·

· · · · · · · · ·
· · · · · · · · · ·
0 0 0 0 0 0 · · ·
0 0 0 0 0 0 · · · ·

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
· · · ·
· · · ·

[Lh0
N ]xN

1
[Lh1

N ]xN
1

[Lh0
N+1]xN

1
[Lh1

N+1]xN
1

[Lh0
N ]xN

2
[Lh1

N ]xN
2

[Lh0
N+1]xN

2
[Lh1

N+1]xN
2







u0
u′

0
u1
u′

1
·
·

uN

u′
N




=




f(x1
1)

f(x1
2)

f(x2
1)

f(x2
2)

·
·

f(xN
1 )

f(xN
2 )




. (2.6)

When this system of equations is complemented with the boundary conditions of Eq. (2.2), a
2(E + 1) by 2(E + 1) system is obtained, which can be solved forûi andû′

i.
For the standard method of collocation, applied using cubic polynomials and orthogonal col-

location, the estimated error yielded by the approximate solution is of orderO(h4), as it is shown
in [48] (p. 304).

III. TREFFTZ–HERRERA METHOD

In this section, a slightly more general version of the problem presented in Section II, will
be formulated using Trefftz–Herrera approach. For this purpose, writeΩi = (xi−1, xi), i =
1, . . . , E, and let the spaces of trial and test functions be identical withD, whereD is the space
of functions whose elements belong toH2(Ωi), in each one of the subintervals,i = 1, . . . , E.
Observe that functions belonging toD may have jump discontinuities at internal nodes, since no
connecting condition is imposed between different elements.

The general boundary value problem to be considered is one with prescribed jumps. The
differential equation and boundary conditions will be the same as before, i.e., Eqs. (2.1) and
(2.2). The systematic formulation of other kind of boundary conditions has been treated in other
publications such as [3]. The jump conditions may be stated in many different manners. We do
not intend here to present a form as general as it is possible. For this kind of development, the
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reader is referred to [1]. To be specific, it is assumed that they are given in the form:

[u]i = j0
i and

[
a
du

dx

]
i

= j1
i , atxi, i = 1, . . . , E − 1, (3.1)

where the square brackets stand for the ‘‘jump’’ of the function contained inside, i.e., limit on the
right minus limit on the left, and the ‘‘prescribed jumps,’’j0

i andj1
i , for eachi = 1, . . . , E − 1,

are two given numbers. When the coefficient ‘a’ is continuous, prescribing the jump ofadu
dx is

equivalent to prescribing the jump ofdu
dx . However, the developments that follow are applicable

even if the coefficients of the differential equation are discontinuous. Observe also that the
problem considered in Section II is the particular case of this more general problem, for which
j0
i andj1

i vanish. Finally, a dot on top of an expression means the average of its limits, from the
right and from the left; for example,̇u = 1

2 (u+ + u−).
To apply the Trefftz–Herrera formulation to this problem, for everyu ∈ D andw ∈ D define

(see Appendix):

〈Kw, u〉 = 〈K0w, u〉 + 〈K1w, u〉 (3.2a)

〈Jw, u〉 = 〈J0w, u〉 + 〈J1w, u〉 (3.2b)

with

〈J0u, w〉 = −
E−1∑
i=1

[u]i

{
a
dw

dx
+ bw

}
i

and 〈J1u, w〉 =
E−1∑
i=1

[
a
du

dx

]
i

ẇi (3.3a)

〈K0w, u〉 =
E−1∑
i=1

u̇i

[
a
dw

dx
+ bw

]
i

and 〈K1w, u〉 = −
E−1∑
i=1

(
a
du

dx

)
i

[w]i. (3.3b)

Also,

〈f, w〉 =
∫ l

0
wfΩ dx, (3.4a)

〈g, w〉 = ul

(
a
dw

dx
+ bw

)
x=l

− u0

(
a
dw

dx
+ bw

)
x=0

, (3.4b)

〈j, w〉 = 〈j0, w〉 + 〈j1, w〉 (3.4c)

with

〈j0, w〉 = −
E−1∑
i=1

j0
i




˙︷ ︸︸ ︷
a
dw

dx
+ bw




i

; 〈j1, w〉 =
E−1∑
i=1

j1
i ẇi. (3.4d)

The basic strategy of the TH-formulation is to concentrate all the information about the sought
solution at the internal nodes. To this end, specialized test functions will be developed. They
satisfy:

L∗w ≡ − d

dx

(
a
dw

dx

)
− b

d

dx
w + cw = 0 (3.5a)
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and

w(0) = w(l) = 0. (3.5b)

Functionsw ∈ D, which fulfill Eqs. (3.5), constitute the linear subspaceNQ ∩ NC ⊂ D
(see Appendix). Then, the TH-formulation of this problem is given by the variational principle
[12–15]:

−〈K∗u, w〉 = 〈f − g − j, w〉; ∀w ∈ NQ ∩ NC ⊂ D. (3.6)

Let u ∈ D be the solution of the boundary value problem with prescribed jumps, then the general
result is as follows (see Appendix): WhenE ⊂ NQ ∩ NC is TH-complete and̂u ∈ D, then

−〈K∗û, w〉 = 〈f − g − j, w〉; ∀w ∈ E (3.7)

if and only if

K∗û = K∗u. (3.8)

Observe that Eq. (3.8) must be understood as an equality between functionals, and it is the same
as〈K∗û, w〉 = 〈K∗u, w〉,∀w ∈ D. In view of Eqs. (3.3) and (3.4), this is tantamount to

˙̂ui = u̇i; i = 1, . . . , E − 1 (3.9a)

and

1
2

{(
a
dû

dx

)
+

+
(

a
dû

dx

)
−

}
i

=
1
2

{(
a
du

dx

)
+

+
(

a
du

dx

)
−

}
i

, i = 1, . . . , E − 1. (3.9b)

It can be seen that

u+ = u̇ +
1
2
[u] and u− = u̇ − 1

2
[u]. (3.10)

Therefore, bothu+ andu− are determined bẏu, when[u] is data of the problem. In particular,
when the sought solution is continuous, the prescribed jump of the function vanishes everywhere
andu = 1

2 (u+ + u−) = u+ = u−. Similarly, the ‘‘fluxes’’ on both sides of each node can be
derived from

˙︷︸︸︷
a
du

dx

and the jump conditions.
In more general situations, as when dealing with partial differential equations, the dimension

of the linear subspaceNQ ∩ NC is infinite. However, for ordinary differential equations its
dimension is finite. In this special situation, a subsetE ⊂ NQ ∩ NC is TH-complete whenever
E is a basis ofNQ ∩ NC . For the special case under consideration, its dimension is2(E − 1),
and to build a basis it is only necessary to have a set of2(E − 1) linearly independent functions
of NQ ∩ NC . To this end, with each subinterval(xi−1, xi) − i = 1, . . . , E−, associate two
functionswiα (α = 1, 2) which belong toNQ ∩ NC [i.e., that satisfy Eqs. (3.5)], vanish outside
that subinterval and are uniquely defined by the conditions:

wi1(xi−1+) = 1; wi1(xi−) = 0 (3.11a)

wi2(xi−1+) = 0; wi2(xi−) = 1. (3.11b)
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FIG. 1. A weighting function.

Observe that, except forw11 andwE2, all those functions belong toNQ ∩ NC . Thus, ifE ⊂
NQ ∩ NC is defined by

E = {w12, wE1} ∪ {wiα; i = 2, . . . , E − 1;α = 1, 2}, (3.12)

thenE is TH-complete, since the number of elements ofE is 2(E − 1). In particular, the system
of Eqs. (3.7) is a2(E − 1) by 2(E − 1) system, because the unknowns are˙̂u and

˙︷ ︸︸ ︷(
a
dû

dx

)
i

,

with i = 1, . . . , E − 1, according to Eqs. (3.9). This is the system of equations supplied by the
Trefftz–Herrera formulation of this problem.

A comment would helpful to better understanding these results. The relations given by Eqs.
(3.9) are exact, since at no point have any approximations been introduced. This means that the
solution of the system of Eqs. (3.7), which in the case being treated is a2(E − 1) by 2(E − 1)
system, yields exactly the averages of the solution and the flux (its derivative, in many instances),
at the internal nodes. However, later it will be seen that the point at which approximations are
required in applications is when developing the specialized test functions ofNQ ∩ NC ; unless
they are known exactly beforehand. Another point to be noticed is that no base functions are
involved in the system (3.7).

Inspecting Eq. (3.4), it is seen that the information about the sought solution can be concen-
trated further. Indeed, if the specialized weighting functions, in addition to satisfying Eqs. (3.5),
are chosen fulfilling the condition[w]i = 0 at every internal node(i = 1, . . . , E − 1), this is the
condition forw ∈ NK1 , whereNK1 is the null subspace ofK1, then only information about̂̇ui

is retained. In this case, and this is the only one to be discussed in what follows, the specialized
test functions can be characterized as beingH0(0, l) and fulfilling Eqs. (3.5). A TH-complete
system can be defined by

E = {w1, . . . , wE−1}, (3.15)

where, fori = 1, . . . , E − 1,

wi(x) = wi2(x), whenxi−1 < x < xi (3.16a)

wi(x) = w(i+1)1(x), whenxi < x < xi+1, (3.16b)

and each of these functions vanishes outside the interval(xi−1, xi+1), as illustrated in Fig. 1.
The resulting system of equations, derived from Eq. (3.7), is an(E − 1) by (E − 1) system,

since the only unknowns arėui, for i = 1, . . . , E − 1. It is

−〈K∗û, wk〉 = 〈f − g − j, wk〉; k = 1, . . . , E − 1, (3.17)
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or, more explicitly,

−
E−1∑
i=1

[
a
dwk

dx
+ bwk

]
i

˙̂ui = 〈f − g − j, wk〉; k = 1, . . . , E − 1. (3.18)

This is a system of equations whose matrix will be denoted byM and its elements are

Mki = −
[
a
dwk

dx
+ bwk

]
i

. (3.19)

Observe thatM is a three-diagonal matrix, becauseMki vanishes unlessi = k − 1, k or k + 1,
since the support ofwk is the interval[xk−1, xk+1]. It will be useful to notice that[

a
dwk

dx
+ bwk

]
i

=
E−1∑
j=1

[
a
dwk

dx
+ bwk

]
j

wj
i , (3.20)

becausewj
i = δj

i .
The right-hand side of Eq. (3.18) involves terms whose evaluation requires knowledge ofwk

away from the internal nodes, as it is seen in Eq. (3.4a). There are instances in which it is better to
be able to evaluate them using the values ofwk at the internal nodes, exclusively. This is possible.
Indeed, letuP ∈ D be a function such that

LuP = fΩ; in (0, l) (3.21a)

uP (0) = u0 and uP (l) = ul (3.21b)

(u̇P )i = 0 and [uP ]i = j0
i . (3.21c)

In the Appendix it is shown that such function satisfies

〈f − g − j0, wk〉 = 〈J1uP , wk〉; k = 1, . . . , E − 1, (3.22)

and using it one can write

E−1∑
i=1

Mki
˙̂ui = 〈J1uP − j1, wk〉; k = 1, . . . , E − 1 (3.23)

instead of Eq. (3.18). Recalling thatwi
k = δi

k and using Eqs. (3.3a) and (3.4d), it is seen that

E−1∑
i=1

Mki
˙̂ui =

[
a
duP

dx

]
k

− j1
k, k = 1, . . . , E − 1. (3.24)

Whenb is continuous (in particular, when the operatorL is symmetric, sinceb ≡ 0, in this case),
Eq. (3.19) reduces to

Mki = −
[
a
dwk

dx

]
i

= −
E−1∑
j=1

[
a
dwk

dx

]
j

wj
i ; i, k = 1, . . . , E − 1. (3.25)

In the Appendix it is shown that whenL is symmetric so isMki. Even more, whenL is positive
definite (this requiresc ≥ 0, in addition tob ≡ 0), then the matrixMki is also positive definite.
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When this is the case, consider the space ofE − 1 dimensional vectorŝu = (û1, . . . , ûE−1),
and write

d =

([
a
duP

dx

]
1

− j1
1 , . . . ,

[
a
duP

dx

]
E−1

− j1
E−1

)
.

Then the functionalX(û) ≡ Mû · û − 2d · û attains a minimum in this space if and only if
û = u. Hereu = (u1, . . . , uE−1) are the values, at the internal nodes, of the exact solution of
the boundary value problem with prescribed jumps.

IV. CONSTRUCTION OF SPECIALIZED TEST FUNCTIONS

The algorithms to be considered from now on yield information about the function itself exclu-
sively; thus, the specialized weighting functions of Section III are taken fromNQ ∩ NC ∩ NK1 .
In some special cases, such as when the coefficients are constant, it is possible to know the spe-
cialized weighting functions exactly. However, in general, it is necessary to resort to approximate
methods to construct them. In this article, a collocation method is used; more specifically, or-
thogonal collocation. All that is required is to obtain the functionswi1 andwi2 (i = 1, . . . , E),
since the test functionswi (i = 1, . . . , E − 1) are derived from them using Eqs. (3.16). They
are approximated using polynomials of degreeG, which, as it will be seen, allows allocating
N = G − 1 collocation points at each subinterval(xi−1, xi).

Let us introduce the notation

li,i−1(x) =
x − xi−1

xi − xi−1
, (4.1a)

li−1,i(x) =
x − xi

xi−1 − xi
, (4.1b)

and

mi−1,i(x) = li−1,i(x)li,i−1(x). (4.1c)

Then define

ŵi1(x) = li−1,i(x) + mi−1,i(x)P (1)
i (x) (4.2a)

and

ŵi2(x) = li,i−1(x) + mi−1,i(x)P (2)
i (x), (4.2b)

whereP
(1)
i (x) andP

(2)
i (x) are polynomials of degreeG− 2. TheG− 1 coefficients of each one

of these polynomials can be determined by orthogonal collocation; that is, it is required that

L∗ŵiα(x) = 0; (α = 1, 2;x ∈ Gi), (4.3)

whereGi is the set ofG − 1 Gaussian points of the interval(xi−1, xi). Once the functionŝwiα

(i = 1, . . . , E;α = 1, 2) have been constructed, the test functionsŵi, which approximatewi, are
defined using Eqs. (3.16). Observe that, when the coefficient ‘a’ is continuous, the nonvanishing
elements of the matrixM [Eq. (3.19)] are[

a
dwk

dx

]
k−1

= a

(
1
hk

+
1
hk

P
(2)
k (xk−1)

)
(4.4a)
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a
dwk

dx

]
k

= a

(
− 1

hk+1
+

1
hk+1

P
(1)
k+1(xk) − 1

hk
+

1
hk

P
(2)
k (xk)

)
(4.4b)

[
a
dwk

dx

]
k+1

= a

(
1

hk+1
+

1
hk+1

P
(1)
k+1(xk+1)

)
. (4.4c)

Here,hk = xk − xk−1 and, in what follows,h = max︸︷︷︸
k

hk.

The construction of the functionuP of Section III, is similar. Indeed, the conditions of Eqs.
(3.21c) together, are equivalent to

uP (xi+) =
1
2
j0
i uP (xi−) = −1

2
j0
i . (4.5)

Therefore, the conditions of Eqs. (3.21), which include the boundary values at 0 andl, define
well-posed problems locally, at each one of the(xi−1, xi), i = 1, . . . , E, whose only solution
is uP . One can use the following approximation foruP , in the subinterval(xi−1, xi), for i =
2, . . . , E − 1:

ûP (x) =
1
2
j0
i−1li−1,i(x) − 1

2
j0
i li,i−1(x) + mi−1,i(x)Pi(x), (4.6)

where the coefficients of the polynomialPi(x), whose degree is againG − 2, are determined by
orthogonal collocation in the equation

LûP (x) = fΩ(x). (4.7)

Wheni = 1 or E, the subinterval(xi−1, xi) contains one of the end points of the interval(0, l),
and Eq. (4.6) must be modified in a suitable manner, incorporating the prescribed boundary
values.

V. ERROR ESTIMATES

In this section, it is assumed that the coefficients of the operatorL areC1(0, l). Let û andŵi be
the approximations tou andwi, respectively. In addition, define

e(x) = u(x) − û(x) and vi(x) = wi(x) − ŵi(x), (5.1)

and observe that the support ofvi(x), is contained in(xi−1, xi+1). In addition, this function
vanishes atxi−1, xi, andxi+1. Equation (3.6) is

−〈K∗u, wi〉 = 〈f − g − j, wi〉 ∀i = 1, . . . , E − 1. (5.2)

On the other hand, an approximateinternal boundary solution, according to Eq. (3.7), fulfils

−〈K∗û, ŵi〉 = 〈f − g − j, ŵi〉 ∀i = 1, . . . , E − 1, (5.3)

which can be written as

−〈K∗û, wi〉 + 〈K∗û, vi〉 = 〈f − g − j, ŵi〉 ∀i = 1, . . . , E − 1. (5.4)

Subtracting Eq. (5.4) from Eq. (5.2) and rearranging, it is obtained:

−〈K∗e, wi〉 = 〈K∗û, vi〉 + 〈f − g − j, vi〉 ∀i = 1, . . . , E. (5.5)
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By Theorem A.1 of the Appendix, there exists a functionεΩ(x) ∈ H0(0, l) and a generic constant
M , such that‖εΩ‖∞ < Mhλ+2N with the property that, for everyi = 1, . . . , E − 1, one has∫ l

0
εΩ(ξ)wi(ξ) dξ = 〈K∗û, vi〉 + 〈f − g − j, vi〉. (5.6)

Here,N is as was defined in Section IV,λ = 0 if b+ da
dx = 0, orG = 2 (i.e.,N = 1), andλ = −1

otherwise. Using such function, define the functionê(x) by

ê(x) =
∫ l

0
G(x, ξ)εΩ(ξ) dξ, (5.7)

whereG(x, ξ) is the Green’s function for the boundary value problem of Section III, when the
boundary and jump conditions vanish. With this definition,ê(x) fulfills the differential equation

Lê(x) = εΩ(x) (5.8)

together with the boundary conditions

ê(0) = ê(1) = 0 (5.9)

and the continuity conditions:

[ê]i =
[
a

dê

dx

]
i

= 0 i = 1, . . . , E − 1. (5.10)

Therefore, Eq. (3.7) can be applied toê, with g, j ∈ D∗, equal to zero and

〈f, w〉 ≡
∫ l

0
εΩ(ξ)w(ξ) dξ. (5.11)

It is

−〈K∗ê, wi〉 =
∫ l

0
εΩ(ξ)wi(ξ) dξ; i = 1, . . . , E − 1. (5.12)

In view of this equation and using Eqs. (5.6) and (5.5), it is seen that

−〈K∗ê, wi〉 = −〈K∗e, wi〉; i = 1, . . . , E − 1. (5.13)

This implies

K0∗ê = K0∗e, (5.14)

because the system of test functions{w1, . . . , wE−1}, is TH-complete. Hence,

ê(xi) = ˙
e(xi) i = 1, . . . , E − 1. (5.15)

Now

| ˙
e(xi)| = |ê(xi)| =

∣∣∣∣∣
∫ l

0
G(xi, ξ)εΩ(ξ) dξ

∣∣∣∣∣
≤ ‖εΩ‖∞

∫ l

0
|G(xi, ξ)|dξ ≤ M ′‖εΩ‖∞ ≤ MM ′hλ+2N . (5.16)
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In conclusion, using the results of the Appendix, it has been shown that the error of TH-
collocation, when the weighting functions are constructed applying orthogonal collocation in
polynomials, isO(h2N ) if da

dx + b = 0 or N = 1, and it isO(h2N−1) otherwise. Here,N is the
number of collocation points at each subinterval of the partition. Recall that the degreeG of the
approximating polynomial is given byG = N + 1.

VI. NUMERICAL EXPERIMENTS

The numerical experiments that were performed consist in solving Eq. (2.1), subjected to Dirichlet
boundary conditions, by TH-collocation and the ‘‘standard collocation method’’ of Section II. The
examples considered correspond to several choices of the coefficients in Eq. (2.1), which are given
in Table I and for each one of them the analytical solutions are known and are given in Table
II. In all cases, the domain of definition was the interval [0, 1], the prescribed jumps are taken
to be zero (i.e., the solution is required to beC1([0, 1])) and the prescribed boundary values are
those implied by the analytical solutions of Table II. The number of elements (NE) was increased
successively from 10 to 200.

The numerical results are summarized in Figs. 2–7. Each one of the Figs. 2–5, is composed
of two parts. In part (a), the numerical efficiency of TH-collocation is compared with standard
collocation, using cubic polynomials in each one of these methods. In part (b), the behavior of
the error, measured in terms of the norm‖ ‖∞, is illustrated.

The differential equation for Example 5 depends on the parameterα. This parameter was
varied to take the values: 20, 40, 60, 80, and 100. The exact solutions for these choices ofα
are illustrated in Fig. 6. They exhibit a sharp front, which gets sharper asα increases. Figures
7(a)–(b) illustrate the variation of execution-time as the mesh is refined, while Figures 7(c) and
(d) show the variation of the error as the number of elements is increased.

Because of the removal of continuity conditions in TH-collocation, required of the function

TABLE I. Definitions of the examples treated.a

Example a b c fΩ

1 1 2px/q −
{

4p(1+p)
q2 + 2p2

q
+ p2

}
0

2 1 0 −40π2 0
3 x2− 1 0 n(n+ 1) 0
4 4x2+ 3 3x− 1 3x(x+ 1) −(x+ 1)2ex

5 −1 −α 0 0
a p =

√
40π; q = 1 +p(1 +x2).

TABLE II. Solution for each one of the examples.

Example Exact solution

1 sin (px) +x cos (px);
2 sin (

√
40πx)

3 (63x5− 70x3+ 15x)/8
4 ex

5 eαx−eα

1−eα ; α = 20, 40, 60, 80, 100
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FIG. 2. (a) Example 1. Performance comparison between Standard and Trefftz–Herrera collocation. (b)
Example 1: Convergence rate of Trefftz–Herrera collocation method using cubic and quadratic weighting
functions comparing to Standard Collocation Method using cubic weighting functions.
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FIG. 3. (a) Example 2. Performance comparison between Standard and Trefftz–Herrera collocation. (b)
Example 2: Convergence rate of Trefftz–Herrera collocation method using cubic and quadratic weighting
functions comparing to Standard Collocation Method using cubic weighting functions.
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FIG. 4. (a) Example 3. Performance comparison between Standard and Trefftz–Herrera collocation. (b)
Example 3: Convergence rate of Trefftz–Herrera collocation method using cubic and quadratic weighting
functions comparing to Standard Collocation Method using cubic weighting functions.
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FIG. 5. (a) Example 4. Performance comparison between Standard and Trefftz–Herrera collocation. (b)
Example 4: Convergence rate of Trefftz–Herrera collocation method using cubic and quadratic weighting
functions comparing to Standard Collocation Method using cubic weighting functions.
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FIG. 6. Example 5: Graphic of analytical solution forα = 20, 40, 60, 80, and 100.

spaces, since fully discontinuous functions are admissible, quadratic polynomials can be applied
in this method, which is not possible in standard collocation. The results for quadratic polynomials
are shown in part (b) of Figs. 2–5. The slope observed is 2 and agrees with the asymptotic behavior
predicted theoretically. This result implies that the order of accuracy depends exclusively on
the total number of collocation points used in the whole interval [0, 1] and not on the kind of
polynomials that are applied.

Two main conclusions have been drawn from these numerical experiments. First, TH col-
locations offers considerable execution-time savings. Second, the experimental error for both
TH and standard collocation, using cubic polynomials, is of the same order−O(h4)−, and it is
O(h2) when quadratic polynomials are used. These results seem to indicate that the asymptotic
behavior of the error for TH-collocation, theoretically predicted in Section V, is correct but may
be conservative in some instances, because it is actuallyO(h2N ) in all cases, even if

da

dx
+ b 6= 0.

VII. CONCLUSIONS

A nonstandard method of collocation (TH-collocation) has been presented. The peculiarity of
this method is that in it collocation is used to construct specialized weighting functions with the
property that they concentrate the information on the internal boundaries; i.e., the inter-element
boundaries of the finite elements. In this sense, TH-collocation is an indirect method, because
collocation is not used to construct the solution directly, but only the weighting functions. The
method is quite general, because it can be applied to any partial differential equation that is linear
or a system of such equations. A significant advantage of the present method, with respect to
standard collocation methods, is that the continuity conditions imposed on the trial functions are
relaxed. The procedure has been tested, applying it to the most general one-dimensional second-



726 HERRERA AND DÍAZ

FIG. 7. (a) Example 5. Performance comparison between Standard and Trefftz–Herrera collocation
(α = 20). (b) Example 5. Performance comparison between Standard and Trefftz–Herrera collocation
(α = 100).
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FIG. 7. (c) Example 5: Convergence rate of Trefftz–Herrera collocation method using cubic and quadratic
weighting functions comparing to Standard Collocation Method using cubic weighting functions (Caseα =
20). (d) Example 5: Convergence rate of Trefftz–Herrera collocation method using cubic and quadratic
weighting functions comparing to Standard Collocation Method using cubic weighting functions (Caseα =
100).
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order differential equation, and theoretical error bounds were derived for it. These error bounds
have been tested by means of numerical experiments, and TH-collocation has been compared
with standard collocation, reaching the conclusion that it is as accurate, but computationally far
more efficient.

The results presented are a first step in a wide program of research devoted to explore thor-
oughly collocation methods. The full area of this search, collocation methods, has been divided
into direct and indirect methods. Using another criterion for classifying them, two other broad cat-
egories are defined: nonoverlapping and overlapping; depending on whether the finite elements
in which the region is divided are disjoint or overlapping, respectively. Thus, combining these two
classifications the collocation methods for possible research are: direct-nonoverlapping; indirect-
nonoverlapping; direct-overlapping; and indirect-overlapping. The class, more thoroughly stud-
ied in the literature thus far, is direct-nonoverlapping. The present method, TH-collocation, is an
indirect-nonoverlapping method.

VIII. APPENDIX

A.1. Herrera’s Algebraic Theory

Here, Herrera’s abstract formulation is briefly explained. It is assumed that the spaces of trial
and test functions constitute linear spaces, to be denoted byD1 andD2. In the developments
presented in this article, it is assumed thatD = D1 = D2. In addition, six bilinear functionals will
be considered:〈Pu, w〉, 〈Bu, w〉, 〈Ju, w〉, 〈Qu, w〉, 〈Cu, w〉, and〈Ku, w〉, all of them defined
on D × D. They also define functional valued operators, which are linear. Thus, for example:
P : D → D∗, whereD∗ is the algebraic dual ofD. For anyu ∈ D, Pu ∈ D, is defined by
Pu(w) ≡ 〈Pu, w〉. It must be stressed that elementsf ∈ D∗, whenD∗ is the algebraic dual of
D, are linear functionals that need not be continuous. In the theory, it is required that

P − B − J = (Q − C − K)∗. (A.1)

Here as in what follows, a star is used to denote the transposition of a bilinear functional. Thus,
for example:〈P ∗u, w〉 ≡ 〈Pw, u〉.

Herrera’s theory applies to ‘‘boundary value problems with prescribed jumps,’’ such that there
is a ‘‘differential equation’’ (this may be a system of such equations), a ‘‘boundary condition,’’
and a ‘‘jump condition’’ to be satisfied by jump discontinuities of the sought solution. The
differential equation, boundary condition, and jump condition are satisfied at the regionΩ, the
‘‘external boundary,’’∂Ω, and the ‘‘internal boundaries,’’Σ, respectively. Then, it is required that
the bilinear functionals mentioned before, be such that there exist functionalsf ∈ D∗, g ∈ D∗,
andj ∈ D∗, such that, given any functionsuP , u∂ , uΣ ∈ D, they fulfill the differential equation,
the boundary condition, and the jump conditions, respectively, if and only if they satisfy

PuP = f, Bu∂ = g, JuΣ = j. (A.2)

Then, the boundary value problem with prescribed (BVPJ) is defined as follows: A function
u ∈ D is a solution of the BVPJ if and only if

Pu = f, Bu = g, Ju = j. (A.3)

In addition, it is assumed that the operatorsP, B, andJ are such that the single equation

(P − B − J)u = f − g − j
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is equivalent to the three Eqs. (A.3). Clearly, this is a variational formulation of the ‘‘bound-
ary value problems with prescribed jumps,’’ because this equation is an identity between linear
functions. Thus, it means

〈(P − B − J)u, w〉 = 〈f − g − j, w〉 ∀w ∈ D. (A.4a)

In the theory, it is assumed that the termsQ∗u, C∗u, andK∗u constitute the ‘‘sought information.’’
More specifically,Q∗u, C∗u, andK∗u are referred as the information sought inΩ, ∂Ω, andΣ,
respectively. Equation (A.5a) is equivalent to

〈(Q − C − K)∗u, w〉 = 〈f − g − j, w〉 ∀w ∈ D, (A.4b)

by virtue of Eq. (A.1). Thus, Eqs. (5.a) and (5.b) constitute two equivalent variational formula-
tions of the BVPJ that are referred as the ‘‘variational formulation in terms of the data’’ and the
‘‘variational formulation in terms of the sought information,’’ respectively.

Let NQ ⊂ D andNC ⊂ D be the null subspaces ofQ andC, respectively; i.e.,

NQ = {w ∈ D|Qw = 0} and NC = {w ∈ D|Cw = 0}. (A.5)

Then, a necessary condition foru ∈ D being a solution of the problem is that

−〈K∗u, w〉 = 〈f − g − j, w〉 ∀w ∈ NQ ∩ NC ⊂ D. (A.6)

However, this is not a sufficient condition foru ∈ D being a solution, which is not difficult to see.
Due to this fact, it is convenient to introduce the following definition: Letu ∈ D be a solution of
the ‘‘boundary value problem with prescribed jumps,’’ andû ∈ D be such that

K∗û = K∗u. (A.7)

Then,û is said to be a ‘‘boundary solution.’’
In many instances, Eq. (A.6) is a sufficient condition forû being a boundary solution and the

following definition is useful: A subsetE is said to be TH-complete when, for anyû ∈ D, one
has that

−〈K∗û, w〉 = 〈f − g − j, w〉 ∀w ∈ E ⊂ D (A.8)

implies thatû is a boundary solution.
Frequently, the operatorsJ andK can be expressed as the sum of several operators. Assume,

in particular, that

J = J0 + J1; and K = K0 + K1. (A.9)

In this case, for weighting functionsw ∈ NQ ∩NC ∩NK1 , the left-hand side of Eq. (A.8) reduces
to −〈K0∗û, w〉. Due to this fact, a subsetE ⊂ NQ ∩NC ∩NK1 is said to be TH-complete when,
for anyû ∈ D, one has

−〈K0∗û, w〉 = 〈f − g − j, w〉 ∀w ∈ E ⊂ NQ ∩ NC ∩ NK1 , (A.10)

which implies thatK0∗û = K0∗u, whereu ∈ D is a solution of the boundary value problem
with prescribed jumps.

Using Eq. (A.2) again, ifuΣ ∈ D is any function that fulfills the jump conditions, one can
definej0 = J0uΣ andj1 = J1uΣ, so thatj = j0 + j1. Using this notation and taking weighting
functionsw ∈ NQ ∩ NC ∩ NK1 , if uP ∈ D is such that

PuP = f ;BuP = g;J0uP = j0 and K0∗uP = 0. (A.11)
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One has

〈(P − B − J)uP , w〉 = 〈(Q − C − K0 − K1)∗uP , w〉 = 〈(Q − C − K1)∗uP , w〉
= 〈(Q − C − K1)w, uP 〉 = 0.

Therefore,

〈f − g − j0 − J1uP , w〉 = 0 (A.12a)

and

〈f − g − j0, w〉 = 〈J1uP , w〉. (A.12b)

In view of (A.12b), Eq. (A.10) is equivalent to

−〈K0∗û, w〉 = 〈J1uP − j1, w〉 ∀w ∈ E ⊂ NQ ∩ NC ∩ NK1 . (A.13)

Herrera’s theory has been applied using definitions of Eqs. (3.2)–(3.4) and

〈Pu, w〉 =
∫ l

0
wLu dx; 〈Qu, w〉 =

∫ l

0
uL∗w dx (A.14a)

〈Bu, w〉 = u

(
a
dw

dx
+ bw

)∣∣∣∣l
0
; 〈Cu, w〉 = w

(
a
du

dx

)∣∣∣∣l
0
. (A.14b)

It can be verified that, with these definitions, all the assumptions of the theory are satisfied.
Finally, it is shown that the matrixM of Eq. (3.25) is symmetric and positive definite, when

so is the operatorL and the specialized weighting functions are continuous. For this purpose,
it will be shown that the bilinear form−〈K∗v, w〉 is symmetric and positive definite whenever
v, w ∈ NQ ∩ NC ∩ NK1 . Indeed, observe that

0 =
∫ l

0
wLv dx =

∫ l

0

(
a

dv

dx

dw

dx
+ cvw

)
dx +

E−1∑
i=1

[
va

dw

dx

]
i

. (A.15)

Therefore,

−〈Kw, v〉 = −
E−1∑
i=1

v

[
a
dw

dx

]
i

= −
E−1∑
i=1

[
va

dw

dx

]
i

=
∫ l

0

(
a

dv

dx

dw

dx
+ cvw

)
dx (A.16)

is symmetric and positive definite, sincec ≥ 0.

A.2. Auxilliary Results for Error Estimation

Here, a result that was used in Section V, when establishing bounds for the errors of the approximate
solution, is established. It is the following.

Theorem A.1. Letvi, be defined by Eq. (5.1). Then there exists a functionεΩ(x) ∈ H0(0, l),
such that ∫ l

0
εΩ(ξ)wi(ξ) dξ = 〈K∗û, vi〉 + 〈f − g − j, vi〉, (A.17)

and a generic constantM > 0, independent ofh andi, with the property that

‖εΩ‖∞ < Mhλ+2N . (A.18)
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Here, λ = 0 if b + da
dx = 0 or N ≡ G − 1 = 1, andλ = −1 otherwise.

Proof. This Theorem follows from a sequence of lemmas to be shown next. To formulate
the first one, consider Eq. (3.5a), written in the form:

L∗w = â
d2w

dx2 + b̂
dw

dx
+ ĉw = 0, (A.19)

where

â = −a; b̂ = −
(

b +
da

dx

)
; ĉ = c. (A.20)

Let w ∈ D, be a function fulfilling Eq. (A.19) in a subinterval(xi−1, xi), vanishing identically
outside it, and subjected to the boundary conditions:

w(xi−1) = 0 and w(xi) = 1. (A.21)

On the other hand, let̂w(x) be the polynomial approximation ofw, of degreeG ≥ 2, fulfilling
theG − 1 orthogonal collocation conditions at the Gaussian points. Define the functionr(x) by

r(x) ≡ L∗w(x) − L∗ŵ(x) = −L∗ŵ(x). (A.22)

Then we have the following.

Lemma 1. There is a bound for the function|hr(x)|, independent ofh andi = 1, . . . , E. Even
more, the same is true for|r(x)| when eitherb + da

dx ≡ 0, or G = 2.
Proof. Let ξ be

ξ =
x − xi−1

xi − xi−1
. (A.23)

Observe thatξ fulfills the boundary conditions of Eq. (A.21). The polynomial expression of
ŵ(x) is

ŵ(x) ≡
G∑

j=1

Ajξ
j . (A.24)

The coefficientsAj (j = 1, . . . , G) must satisfy the following conditions:

G∑
j=1

{
âj(j − 1)

ξj−2

h2 +
b̂

h
jξj−1 + ĉξj

}
Aj = 0 (A.25)

at theG − 1 collocation points, and also

G∑
j=1

Aj = 1, (A.26)

in view of the second boundary condition. More explicitly, Eq. (A.25) is

G∑
j=2

{
âj(j − 1)

ξj−2

h2 +
b̂

h
jξj−1 + ĉξj

}
Aj +

(
b̂

h
+ ĉξ

)
A1 = 0. (A.27)

From Eq. (A.26), it follows that

A1 = 1 −
G∑

j=2

Aj , (A.28)
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and, therefore,

G∑
j=2

{
âj(j − 1)

ξj−2

h2 +
b̂

h
(jξj−1 − 1) + ĉ(ξj − ξ)

}
Aj +

b̂

h
+ ĉξ = 0. (A.29)

Observe that the coefficientsAj (j = 2, . . . , G) may be determined by the condition that Eq.
(A.29) be satisfied at theG − 1 collocation points. Also, after multiplying byh2, it may be seen
that

h2r(x) ≡
G∑

j=2

{âj(j − 1)ξj−2 + b̂h(jξj−1 − 1) + ĉh2(ξj − ξ)}Aj + b̂h + ĉh2ξ, (A.30)

and at collocation points

G∑
j=2

{âj(j − 1)ξj−2 + b̂h(jξj−1 − 1) + ĉh2(ξj − ξ)}Aj = −b̂h − ĉh2ξ. (A.31)

The only solution of this system of equations, whenh = 0, is A2 = · · · = AG = 0, in which
caseA1 = 1. Then, using this fact, it can be shown that there is a generic constantM > 0,
independent ofh, such that|Ai| < Mh, for i = 2, . . . , G. Therefore, the function

hr(x) ≡
G∑

j=2

{âj(j − 1)ξj−2 + b̂h(jξj−1 − 1) + ĉh2(ξj − ξ)}Aj

h
+ b̂ + ĉhξ (A.32)

is bounded, since so isAj/h, for everyj ≥ 2.
WhenG = 2,

h2r(x) = {2â + hb̂(2ξ − 1) + h2ĉ(ξ2 − ξ)}A2 + b̂h + h2ĉξ, (A.33)

and at the only collocation pointξC (= 1/2), this is,

h2r(x) = {2â∗ + hb̂∗(2ξC − 1) + h2ĉ∗(ξ2
C − ξC)}A2 + b̂∗h + h2ĉ∗ξC = 0, (A.34)

whereâ∗, b̂∗, andĉ∗ are the values of̂a, b̂, andĉ, at the collocation point, respectively. Subtracting
this latter equation from (A.33), it can be shown thatr(x) is bounded, whena(x) is Lipschitz
continuous.

Finally, when̂b ≡ 0, one has

h2r(x) ≡
G∑

j=2

{âj(j − 1)ξj−2 + ĉh2(ξj − ξ)}Aj + ĉh2ξ, (A.35)

and it can be seen thatAj

h2 is bounded forj = 2, . . . , G. Thus,

r(x) ≡
G∑

j=2

{âj(j − 1)ξj−2 + ĉh2(ξj − ξ)}Aj

h2 + ĉξ (A.36)

is also bounded.
Recalling the definition ofλ given in Theorem A.1, this Lemma can be summarized, by the

equation:

‖r‖∞ = O(hλ). (A.37)
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Lemma 2. Letvi ≡ wi − ŵi, as in Section V, then

〈K∗û, vi〉 + 〈f − g − j, vi〉 = O(hλ+2N+1). (A.38)

Proof. LetGi(x, ξ), for eachi = 1, . . . , E, be the Green’s function for the interval(xi−1, xi),
fulfilling the homogeneous Eq. (A.19), and the boundary conditions

Gi(xi−1, ξ) = Gi(xi, ξ) = 0. (A.39)

It can be shown that there is a generic constantM ′ ≥ 0, such that

|Gi(x, ξ)| ≤ M ′h and |Gi+1(x, ξ)| ≤ M ′h (A.40a)

and ∣∣∣∣dGi

dx
(x, ξ)

∣∣∣∣ ≤ M ′
∣∣∣∣dGi+1

dx
(x, ξ)

∣∣∣∣ ≤ M ′. (A.40b)

Define ri ≡ L∗vi and observe that the support ofvi ≡ wi − ŵi, as well as that ofri is the
subinterval(xi−1, xi+1). In addition,vi vanishes at the nodes; i.e.,

vi(xi−1) = vi(xi) = vi(xi+1) = 0. (A.41)

Using Eqs. (A.40) and Lemma 1, it may be shown that (see [48], p. 307)

vi(x) =
∫ xi

xi−1

Gi(x, ξ)ri(ξ) dξ = O(hλ+2N+2) for x ∈ (xi−1, xi), (A.42a)

while

dvi

dx
(x) =

∫ xi

xi−1

dGi

dx
(x, ξ)ri(ξ) dξ = O(hλ+2N+1) for x ∈ (xi−1, xi), (A.42b)

and similar relations hold forx ∈ (xi, xi+1). Therefore,

〈f, vi〉 =
∫ xi+1

xi−1

vifΩ dx = O(hλ+2N+2) (A.43a)

〈g, vi〉 = ul

(
a
dvi

dx

)
l

− u0

(
a
dvi

dx

)
0

= O(hλ+2N+1) (A.43b)

〈j0, vi〉 = −
k=i+1∑
k=i−1

j0
k

(
a
dvi

dx
+ bvi

)
k

= O(hλ+2N+1) (A.43c)

〈j1, vi〉 = −
k=i+1∑
k=i−1

j1
kvi

k = O(hλ+2N+1) (A.43d)

〈K0vi, û〉 =
k=i+1∑
k=i−1

˙̂uk

[
a
dvi

dx
+ bvi

]
k

= O(hλ+2N+1) (A.44a)
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and

〈K1vi, û〉 = −
k=i+1∑
k=i−1

˙︷ ︸︸ ︷(
a
dûi

dx

)
k

[vi]k = 0. (A.44b)

Therefore,

〈K∗û, vi〉 + 〈f − g − j, vi〉 = O(hλ+2N+1). (A.45)

Lemma 3. Using the notation of Section IV, write the specialized weighting functionswi in
the form

wi(x) = li,i−1(x) + si(x); xi−1 < x < xi (A.46a)

and

wi(x) = li,i+1(x) + si(x); xi < x < xi+1. (A.46b)

Then, there is a numberM > 0 such that

‖si‖∞ ≤ Mh. (A.47)

Proof. In the interval(xi−1, xi), the functionsi, fulfills

â
d2si

dx2 + b̂
dsi

dx
+ ĉsi = − b̂

h
− ĉli,i−1 (A.48)

and

si(xi−1) = si(xi) = 0. (A.49)

Hence,

hsi(x) = −
∫ xi

xi−1

{b̂ + hĉli,i−1}Gi(x, ξ) dξ; x ∈ (xi−1, xi), (A.50)

and, therefore,

h|si(x)| ≤ M ′‖b̂‖∞h2 + M ′′‖ĉ‖∞h3; x ∈ (xi−1, xi), (A.51)

whereM ′ andM ′′ are suitable generic constants. Clearly, a similar relation holds in the interval
(xi, xi+1), and Lemma 3 follows.

Lemma 4. There is a numberM > 0, independent ofh, such that, for any given system of
numbersqi (i = 1, . . . , E − 1), there exists a functionεΩ(x) ∈ H0(0, l) such that, for each
i = 1, . . . , E − 1, one has ∫ l

0
εΩ(x)wi(x) dx = qi (A.52)

and

h‖εΩ‖∞ ≤ M max︸︷︷︸
i

|qi|. (A.53)
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Proof. Actually, it can be seen that, when such anM > 0 exists, then there are many
functions belonging toH0(0, l) that satisfy Eq. (A.52) and the restriction (A.53). Thus, the
Lemma is shown by exhibiting one such function. The following notation is used: for any pair
of functionsp, s ∈ H0(0, l), write

(p, s) =
∫ l

0
p(ξ)s(ξ) dξ (A.54a)

(p, s)i =
∫ xi

xi−1

p(ξ)s(ξ) dξ. (A.54b)

Then, for eachi = 1, . . . , E, auxiliary functionsw̃i(x) ∈ H0(0, l) are introduced, which are
defined for eachx ∈ (xi−1, xi) by

w̃1(x) = w1(x); w̃E(x) = 0, (A.55)

and, wheni = 2, . . . , E − 1, by

w̃i(x) = wi(x) + ρiwi−1(x), (A.56)

where

ρi = − (wi−1, wi)i

(wi−1, wi−1)i
. (A.57)

In addition, for eachi = 1, . . . , E, w̃i(x) vanishes identically outside the interval(xi−1, xi).
Thus, observe that the support ofw̃i is (xi−1, xi), while that ofwi is (xi−1, xi+1). Also, that
(w̃i, wi−1)i = 0.

Define

εΩ(x) = Aiw̃i(x); whereAi = µiq
i and xi−1 < x < xi, (A.58a)

with

µi =
1

(w̃i, wi)i
. (A.58b)

It is not difficult to verify that, with this definition,εΩ(x) fulfills Eq. (A.17). Indeed, for each
i = 1, . . . , E − 1,∫ l

0
εΩ(x)wi(x) dx =

E∑
j=1

(εΩ, wi)j = (εΩ, wi)i + (εΩ, wi)i+1

= Ai(w̃i, wi)i + Ai+1(w̃i+1, wi)i+1 = Ai(w̃i, wi)i = qi. (A.59)

In view of Eqs. (A.58), it is clear that

‖εΩ‖∞ ≤ (max︸︷︷︸
i

|µi|)(max︸︷︷︸
i

‖w̃i‖)(max︸︷︷︸
i

|qi|). (A.60)

Now, using Lemma 3, it can be seen that

max︸︷︷︸
i

‖w̃i‖∞ ≤ 1 + O(h) (A.61)
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and

hµi = 4 + O(h). (A.62)

Hence,

h‖εΩ‖ ≤ max︸︷︷︸
i

|qi|{4 + O(h)}. (A.63)

From which the lemma is clear.
Going back to Theorem A.1, it is implied by Lemmas 2 and 4, together, in a straightforward

manner.

We thank Professor Ricardo Berlanga for having read critically the manuscript and his helpful
suggestions.
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