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This article i8 devoted to introduce a new approach to iteratíve substructuring methods that, without recourse 
to Lagrange multipliers, yields positíve definite preconditioned formulations of the Neumann-Neumann and 
FETI types. To my knowledge, thís is the first time that such formulations have been made without resource 
to Lagrange muHiplíers. A numerical advantage thal i5 concomitant to such multipliers-free formulations ls 
the reduction of the degrees of freedom associated with the Lagrange multípliers. Other attractive features 
are their generality, direcmess, and simplicity. The general framework of the new approach i5 rather simple 
and stems directly fmm the díscretization procedures that are applied; in it, the differential operators act on 
discontinuous piecewise-defined functions. Then, the Lagrange multipliers are nat required because in such 
an environment the functions-discontinuities are not an anomaly that need to be corrected. The resultíng 
algorithms and equations-systems are also derived with considerable detail. © 2007 Wiley Periodicals, Ine. 
Numer Methods Partial Differential Eq 24: 845-878, 2008 
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J. INTRODUCTION 

Mathematical models of many systems of interest, including very important continuous systems 
ofEngineering and Science, ¡ead to a great variety 01' partíal differential equatíons whose solution 
methods are based on the computational processing oflarge-scale algebraic systems. Furthermore, 
the incredible expansion experienced by the existing computational hardware and software has 
made amenable to e1'fective treatment an ever increasing diversity and complexity of problems, 
posed by engineering and scientific applications. 

Parallel eomputing is outstanding among the new computational tools, espeeial1y at present 
when fUlther increases in hardware speed apparently have reached insurmountable baniers [1]. 
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Therefore, the emergence of parallel computing during the last 20 years or so, prompted on the 
part 01' the computational-modeling comrnunity a continued and systematie ef1'ort with the purpose 
01' hamessing it 1'or the endeavor of solving partial differential equations. Very earIy after such an 
effort began, it was recognízed tha! domain decomposition methods (DDM) were the most effee­
lÍve technique for applying parallel computing to the solution of parHal differential equations [2], 
since such an approach drastically simplifies the coordinatíon of the many processors that carry 
out the different tasks and a180 reduces very much the requirements of information-transmission 
between them. 

There are many approaches to DDM. One of the first to be studied, heralded by sorne well­
known papers by P.L. Lions [3, 41, was the Schwarz Altemating Method that after further 
developments and generalizations Ied to the two-Ievel overlapping methods and other related 
methods [5-8]. References prcsenting technical, as well as some historical details 01' such devel­
opments are abundant [9-17]. That not withstanding, in reeent times much of the effort has 
gone into iterative substructuring methods in nonoverlapping partitions, such as Neumann­
Neumann, Dirichlet-Dirichlet (preconditioned FETI), and FETI [17], and that is the subject 01' 
this present artic1e. 

Standard Neumann-Neumann 01' Diriehlet-Dirichlet-we re1'er to the preconditioned f<'ETI 
method, following the nomenc1ature of Toselli and Widlund [17]-formulations do not lead to 
positive definite transforrnations in a direct manner. However, the Conjugate Gradient Method 
which is the basis of the most effective iterative proeedures does require the positive definiteness 
of the transformations invo!ved. A fundamental feature of iterative substructuring methods is 
that, after a domain partition has been introduced, they use what are essentially discontinuous 
piecewise-defined functions as base functions for representing the approximate solutions of the 
partial differential equations. 

In this respeet, it should be mentioned that at present the standard treatment of discontinuous 
funetions is based on the use of Lagrange multipliers (see [18], for a review of this topie). How­
ever, reeently Herrera presented a genera! theory of partia! differential equations in discontinuous 
pieeewise defined funetions, in whieh discontinuous functions are the natural environment-not 
an anomaly-and whieh handles discontínuous functions directly without recourse to Lagrange 
multípliers [18], whereas mixed methods are incorporated as particular results of the theory (see 
Section VII off 19] for a derivation ofmixed rnethods in this framework). Avoiding the introduction 
of Lagrange multipliers has cIear numerical advantages sueh as reducing of the number of degrees 
of freedom to be handled. Thus, tbis artic1e is devoted to present sorne significant improvements 
in rhe ba~ic 1'Olmulations 01' the iterative substructuring methods, achieved in tbis manner. 

Accordingly, in this article we introduce a new approach to iterative substrueturing methods 
that, without recourse to Lagrange multipliers, yields positive-definite preconditioned formu­
lations such as Neumann-Neumann and FETI. The main distinguishing features of the new 
formulations, besides the avoidance of Lagrange multipliers, are their directness, simplicity, and 
generality. Such formulations are developed in full detail at the discrete level, but in order 10 
place them in the realm of and compare with other well-known methods, some algorithms al the 
continuous level are al so presented. Apparently, the range of applicability of the new formulations 
1S wide and research is underway to apply it to other problems such as the biharmonic equation 
and to equations systems as those of and mixed methods. 

Fundamental píeces of the general framework in which the new approach is based are two posi­
tive definite transformations, in terms of which many problems can be formulated. Actually, the 
structure of such a general framework is rather simple and most of the article is devoted to explaín 
the incorporation of the díscretization procedures into the general framework. In standard formu­
lations, the treatment of vertÍces is an important challenge; however, in 1he new approach here 
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introduced, when the discretization steps are ealTied out as indícated in Seetion IV, the trealment 
of vertiees ís straightforward. This is explained in detail. On the other hand, the general frame­
work ís applicable in a direct manner, only when the differential operators are (strictly) positive 
definite, so a procedure for incorporating operators that only are non-negative (Laplacian-Iike) is 
also supplied. In the case ofFETI, dual-primal formulations are a kind of procedures that are used 
to deal with verdees. In sorne sÍtuations they pos ses s several attractive features and, therefore, in 
this article it is shown how to accommodate them in the general framework of the new algorithms 
here presented. 

As for the theory of differential equations in diseontinuous pieeewise-defined functions, it is 
appropriate to mention that a basic feature of many numerical methods i5 the use, after a partition 
of the problem-domain has been introdueed, of trial and test functions that are piecewise-defined; 
i.e., they are defined separately in each one of the partition-subdomains. In this respect, it must be 
pointed-out that the most general class of piecewise-defined funetions includes functions that are 
fully discontinuous (by this we mean that the funetion itself has a jump diseontinuity) across the 
internal boundary (i.e., that which separates the partition subdomains from each other). Indeed, 
such functions are defined independently in each one of the partition subdomains and due lO this 
definition-independence the limits, from one and from the other side 01' the common boundary 
of two partition-subdomains, need not coincide. Thus, a truly general and systematic theory of 
Finite Element Methods (FEM) should be formulated in function spaces in which trial and test 
functions can be fully discontinuous across the internal boundary and such is the approach used in 
the author' s theory [18]. It inc1udes as a particular case discontinuous Galerkin (dG) methods and 
permits moving smoothly, without interruption, from the standard finite element method based on 
continuous piecewise-defined functions, to the dG methods. Furthermore, in that theory trial and 
test funetions are piecewise-defined 1'unctions, which are 1'ully discontinuous and an important 
advantage is that: "The theory of partial differential equations formulated in function spaces in 
which both trial and test 1'unctions are 1'ul1y discontinuous avoids the introduction of Lagrange 
multipliers" [18]. The elimination 01' Lagrange multipliers, in turn, yields significant reduetions 
in the number of degrees of freedom involved in the problems, which is an important practical 
advantage (see [20] that refers to sorne of the ineonveniences of introducing Lagrange multipliers). 
Thus, methods such as dG methods, Trefftz methods [21-25], domain deeomposition methods 
(DDM) [13,17,26-28], colloeation methods, and matrix eondensation should benefit from these 
results. 

The author's thcory 01' partíal differentíal equatíons in discontinuous pieeewise-defined fune­
tions stems from a long line 01' researeh, whieh spans from 1985 to the present [29-42], 
which has been devoted to the study of partial differential equations in diseontinuous functions. 
When partial differcntial equations are formulated in discontinuous piecewise-defined funetions, 
the well-posed problems are boundary value problems with presclibed jumps (BVPJ), in which 
the boundary conditions are eomplemented by suitable jump conditions to be satisfied aeross 
the internal boundary assoeiated with the domain partiríon. The existenee of solutions for sueh 
problems was diseussed in [18J. An important eIement of that theory is a kind of Green's for­
mulas applicable to diseontinuous problems, introdueed in 1985 and sometimes referred to as 
Green-Herrera formulas [30-34] (see also [19]). Their relevance is twofold; first, they supply 
more explieit expressions for the distributional derivatives and, second, they extend the notion of 
distributional derivative in a way that permits applying fully discontinuous trial and test funetíons 
simultaneously, something that is not possible when the standard theory of distributíons is used. 
Apparently, it had been this latter faet what had prevented, until recently, the development of more 
direct approaches to partí al dífferential equations formulated in discontinuous pieeewise-defined 
functi ons. 
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The present article i8 organized as follows: After the Introduction, the notations and sorne 
preliminary notions, the new algorithms at the continuous level are presented in Section lII. Then, 
in Section IV, to establish in a precise and general manner conditions under which the new algo­
rithms are applicable, the discretization procedures are fOffimlated axíomatically. Immediately 
after, in Sections V and VI, the positive definite transformatíons of the general framework are 
introduced and the basic problem is formulated in terms of them. In addition, in Section VI, the 
new algorithms are introduced in full generaIity and in a fonn that is immediately applicable at 
the discrete leve!. Section VII is devoted to explain their application at the continuous level. Since 
the general algorithms depend on the transformations mentioned earIier, it is important to develop 
effective means for evaluating them and this i5 done in SectÍon VlII. The procedures for dealing 
with operators that are onIy non-negative (Laplacian-like) are explained in Section IX, while 
Section X is devoted to dual-primal methods. Finally, as an illustration, in Section XI all these 
procedures are implemented using piecewise-linear functÍons. The artic1e closes with a Section 
on conclusions. 

11. PIECEWISE-DEFINED FUNCTIONS 

In what follows, n Rm will be a domain, in the sense of Ciarlet [43], and TI {n1, ... , nel a 
domain partition of n; Le., it is assumed that 

1. 	 neo for a = 1, ... , E is a subdomain of n, 
11. 	 na n n¡'l = rp, whenever a f= p (2.1) 

E 

iii. n e U 	 (2.2) 
,,=1 

The notations aQ and ana , a = 1, ... , are adopted for the boundaries of Q and na, respec­
tively. Clearly, an e U!=l ana' In addition, r e U;=l ana i5 defined 10 be the closed 
complement of an, with respect to U~=l un,,,, and will be caBed the interna! boundary, whereas 
an is referred to as the outer boundary. Observe that the interna! boundary i8 also characterized by 

(2.3) 

It is assumed that almost everywhere (a.e.) on r there is defined a unique unit nonna! vector 
denoted by n, whose sen se is chosen arbitrari!y; and then the positive side of r is defined to be 
that towards which the unit normal vector points. 

In what follows, two functions, u and w, whose domain of definition is contaíned in n, are 
identified when the following condition i8 satisfied: 

• The union 	of the set of points in which ti f w, with the symmetric difference of their 
domains 01' definítion has Lebesgue measure zero 

Given the partition rr == {n¡, ... , }, by a piecewisc-defined function we mean a sequence 
of functions {w, . .. , such that for each a = 1, .. " the function WI}' is defined in na 
[18]. Given a function W defined in n, there i5 unique piecewise-defined funetion, {W1, ... , W E}, 

such that 

(2.4) 
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Rere, WIS1¡y stands for the restriction of W to 0a. This establishes a one-to-one correspondence 
between functions defined in O and piecewise-defined functions. In what follows, we identify 
both the functions W defined almost everywhere (a.e). in O and their cOlTesponding sequences 
{w, ... , WE}. Given a function w defined in O, the sequence {w¡, ... , WE} will be referred to as 
the piecewise representation of w and the functions wc"a = 1, ... , E, are the local components 
ofw. 

Given a family {D(O¡), ... , D(OE)} of linear spaces of functions defined in 0 1, .•• , OE' 
respectively, we define a linear space DCO) givell by 

(2.5) 

Le! {w, ... ,WE} be the piecewise representation of any w, then W E DCO) if and only if 
w" E D(O,,) for every a = 1, ... , E. Let D(O) be a linear space offunctions defined in Q, then 
we define a linear space of piecewise defined functions, D(O), given by Eq. (2.5) where D(O,,) 
for each a 1, ... , E is the linear space whose elements are the restrictions to Q¡y of functions 
belongingtoD(Q). In suchacase, themappingof D(O) into D(Q) == D(O¡)EB.. .EBD(OE) which 
associates to each W E D(O) its piecewise representation {w¡, . .. ,WE} E D(O¡) EB ... EB D(OE) 
is a bijection that will be refened to as the natural immersion of D(O) into D(O¡) EB ... EB D(Oe) 
[18]. In what follows, wc identify these two linear spaces and write 

(2.6) 

When considering a function W defined in Q, its definitíon on r is immaterial because the 
Lebesgue measure of r is zero. That no! withstanding, if the trace of W a is defined a.e. on 
80", for a 1, ... , E, then such a trace is also defined in r and it makes sense 10 refer to ir. 
In particular, if the traces of W a are defined on aQO' for every a = 1, ... , E, then they define 
two functions a.e. on r, denoted by (w+, w_.), con-espondíng to the traces from the positive and 
negatíve sides of r, respectively. This permits defining on r, the jump and the average of such a 
piecewise-defined function by 

(2.7) 

respectively. Then, the following identities are fulfilled: 

. 1 1 
W + - [w] and W _ = tU -[w] (2.8)

2 2 

It should be mentioned that in many applications such as elasticity and mixed methods, the 
functions W a are vector-valued, i.e, they take values in the euclidean space R'". 

The "Sobolev space of piecewise-defined functions of integer arder p ::: O," ís defined by 

(2.9) 

Rere, 11 P(OoJ is the Hilbertian-Sobolev space of order p of functions defined in 0a. A functíon 
Ú == {u¡, . .. ,ud E 110(Q) belongs to FfP(Q, TI) if and only if the norm 

(2.10) 
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is well-defined. Here, the subscripts Q and TI have been inc1uded to emphasize the fact that such 
norrn depends not only on the domain Q considered, but on the partition TI, as well. When fIp(Q) 

is equipped with the nOIm ofEq. (2.10), and the corresponding innerproduct, it becomes a Hilbert 
space. 

The following properties that were established in [18], are noticed: 

1. 	 When w E HP(Q), then therestrictionofw to Qa" w", has the property that w'" E HP(Qa)' 
Therefore: 

(2.11) 

2. 	When u E fIl(Q), then 

[U] =0, onr {:;>u E H1(Q) 	 (2.12) 

3. 	When u E fI2(Q), then 

[u] = [au] = on r {:;> u E H 2 (Q)O, 	 (2.13)an 
The identity 

[ 	 uwnidx Ir(ú[w] + w[u])nidxlcm 
(2.14) 

can be easily verified. Here, ni is anyone ofthe unit normal-vector components. FurthermOIe, for 
the integrals over aQ" and over aQ, the outer normal vectors (outer to Qa and Q, respectively) 
have been used, while for the integral over r the unit nonnal vector that points towards its posi­
tive side (according to the convention that is used throughout this article and that was explained 
before) has been applied. 

111. THE NEW ALGORITHMS AT THE CONTINUOUS lEVEL 

Our main interest and, to a large extent, the practica] value of the new algorithms lay at the 
discrete level. However, in order to place them in the realm of, and compare with other well­
known methodologies, this Section is devoted to present the new algorithms at the continuous 
level. In particular. they are formulated fOI a simple example that has been used by many authors 
to introduce DDM (sec, for example, [12,13,17]). The presentation of this Section is brief and 
it does not cover a11 the technical details; however, in the following Sections a full discussion, 
including many technical details, is presented at the discrete leve!. It should be mentioned that at 
the continuous level the new formulatíons are closely related with the standard formulatíons, as 
it is explained in the Appendix. 

Consider the Poisson equation in a domain Q, with zero Dirichlet boundary-data; i.e., 

- L~.li = fr¡" in Q 
(3.1)

Ti = O, on aQ 

The space D, where the solution Ti is sought, is defined as: 

D = {v E H 2 (Q) ¡trace v O, 011 aro!} 	 (3.2) 
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Another space to be used in the sequel i8: 

D == {v E H2 (Q, TI)jtrace v = 0, on oQ} (3.3) 

When the datum jQ is such that the solution ubelongs to D, then this problem is equivalent to the 
following boundary-value problem with prescribedjumps (BVPJ): Find ii E D such that [18]: 

-!lit jQ; inQ",a 1, ... ,E 
(3.4) _ [Bit] .[u] = on = 0, In r 

More precisely, uE D fulfills Eq. (3.4) if and only if u= u. The boundary conditions do not 
appear in Eq. (3.4) because they have been incorporated in the definition of the space D. 

A. A manner of approaching this problem is to introduce an auxiliary functíon up E D that 
fulfills 

-!lup = jQ; in Q",a = 1, ... ,E 
(3.5) 

[up] = ° and Up = 0, on r 


Then, if u == it - it pone obtains for u E D the equations 


-!lu=O; inQ""a 1, ... ,E 

(3.6)

[u] = O; [Ou] = _[OU P 
], in r

all on 

ou

B. Another option is to replace Eq. (3.5) by 


!lit p = jn; in Qa,a = 1, ... , E 


p ] = O aup
- . and - = 0, on r (3.7)[ all an 
In which case 


-!lu = O; in Qa' a = 1, ... ,E 

(3.8)

[u] -[Up]; 0, in r[au]an 

Independently of which approach is followed, one seeks for a function of the linear space 

D=={uED¡ !lu=O;inQa,a 1, ... ,E} (3.9) 

Corresponding to the approaches A and B, one obtains the Neumann-Neumann and the Dirichlet­
Dirichlet (throughout this article we use these terms for the preconditioned FETI; see [17]) 
algorithms, respectively. In the following Sections, these algorithms are presented at the dis­
crete level in a manner that can be applied in any number of dimensions and any number of 
partition-subdomains, includíng partitions with vertices and differential operators that are posi­
tive but not positive definite; in particular, in many situatíons of practical interest the Laplace 
operator falls in this latter eategory. 
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A. The Neuman-Neuman Algorithm 

l. Construct Üp E D and define u E D as in optíon A. 
2. Construct U21 E D such that 

aU21 ] 
[ [a~~] and O,onr (3.10)al1 

3. In tum, rO E D is such that 

(3.11) 

Let pO rO and UO == O. 
Do for n = 0, 1, 2, ... 
4. Construct 1ft" D such that 

-'-- -'- ­
a1ft" ap"

[ a,1ft"] = ° and =- onr (3.12)an 	 011 an ' 

. p" 
5. 	 a" == _ ..--"--=--- (3.13)

p" . pn + 1ftn . 1/In 
ufl +16. 	 = ¡i' + a"p" (3.14) 

7. Furthermore, construct q" E D such that 

8. 

9. 

10. 
11. 

Á 

[q"] = oand q" = on r 	 (3.15) 

r l1 1 a l1
+	 = r" ql1 (3.16) 

r,,+l . r,,+1 
(3.17) 

rn . r" 
pfl+1 rn+1 + fin p" (3.18) 
n -+ n + 1 and 00 to 4 	 (3.19) 

B. The Dirichlet-Dirichlet Algorithm 

1. Construct Up E D and define u E D as in option B. 
2. 	Construct Uu E D such that 

[uu] -[Up] and 1=0, on r (3.20) 

3. In turn, rO E D is such that 

[~:] = ° and 
~l 
--, on r on (3.21) 

Let po rO and UO O. 
Do for n 0,1,2, ... 
4. Construct 1ft" E D such that 

[1ft"] = O and 
--' ­

1ft" 
Á 

p", on r (3.22) 
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5. 	 (3.23) 

un+16. 	 U" + a n p" (3.24) 
7. Furthermore, construct q" E D such that 

-'"--­
B¡J¡1l

[ ~q"] = O and -'- onf 	 (3.25)
Bn Bn Bn ' 

8. rfl+l = r" a"q" 	 (3.26) 
1'''+1. 1'''+1 

9. f3" == ----	 (3.27) 
1''' • 1''' 

10. p"+l 1'''+1 + f3n pn 	 (3.28) 
11. 	 n -+ n + 1 and Go to 4 (3.29) 

As mentioned in the Introduction, the great interest that exists at present-and in the last 20 years 
or so-in DDM stems mainly from the fact that DDM is a very effective tool for applying parallel 
computation resources in the mathematical modeling of continuous systems and in particular, in 
the numerical solutíon of partial differential equations. Furthennore, the effectiveness of DDM ís 
very much enhanced when it is applied by means of the conjugate gradient method (CGM), which 
is only possible when the matrices involved are symmetric and positive definite. However, the 
standard Neumann-Neumann and Dirichlet-Dirichlet formulations do not lead in a direct manner 
to positive-definite transformations (see, for example, [12, 13, 17]). In the case of FETI, which 
is based on the Dirichlet-Dirichlet 1'onnulatíon (preconditioned FETI), Lagrange multipliers are 
introduced. Thus, a very interesting property 01' the new fonnulations Ís that they lead in a direct 
manner lO positive-definite trans1'ormations, without recourse to Lagrange multipliers. 

IV. 	AXIOMATIC DISCRETIZATION 

A. 	Let D be a fínite-dimensional Hilbert space 01' functions defined in Q, of dimension N, 
while rI = {Q, ... , Qd is a partition. Define, 1'or each a = 1, ... , 

(4.1) 

Then, write 

(4.2) 

Therefore, D is a space ofpiecewise-defined 1'unctions and, under the natural Immersion of 
into D, we have D e D. A 1'unction ÜJ E D(Q) is said to have local support when there 

exists an a E {l, ... , E} such that the support of wis contained in the closure 01' Q". Given 
any function w D, we say that a 1'unction W E Dis a heir 01' w, when wis the restriction 
of w to a partition subdomain. Clearly, all the heirs of a function wE have local support. 
As fOl' the inner products in these spaces, it is assumed that they satis1'y: 

E 

u·w Lu".wa 

Whenever, u {uI, . .. , ud and w = {w\, ... , wd. 
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854 HERRERA-REVILLA 

B. Let"8 be a basis of D and write 

-w}, ... , w~ (4.3) 

iThen, for each i 1, ... ,N,Ei e will be the collection of heirs of w . Furthermore, 
we wrÍte 

N 

B UEi e i> (4.4) 
1=1 

Clearly, the elements of E have local support, and it will be assumed that E, as defined here, 
is a línearly independent basis of D. 

The collection of sets {BI, ... ,EN } is classified into two subfamilies: {Bj, ... ,B~v¡} e 
{El, ... , EN} and {B~, . .. ,B~r} e {BI, ... , BN}; they are defined by rhe following conditions: 

B i E {EL ... ,B~¡ } if and only if the cardinality of Ei is one, and Bi E {E~, ... ,B~r} if and only 
if the cardinality of Bi is greater than one. Then 

{BI, ... ,BN } {Ej, ... ,B~l} U {B~, ... ,B~r} (4.5) 

We define 

N¡ Ni 

BI == UE~ and Br == UB~ (4.6) 
i=l 1=1 

So that 

(4.7) 

Next, an additional family of sets B~, i 1, ... , N r is introduced; each set B~ is defined by 
replacing the set B~, aboye, by an equivalent linearly independent set (equivalent, in the sense 

that each one of Bi. and B~ spans the san1e linear space). The notation 

(4.8) 

is adopted. Furthermore, w~ is defined to be the mother function uf E B e Le., 

')I}i 

""M (4.9) 

Thus, the set 

El (4.10)J 

is an algebraic complementary set of }, with the property that when it is defined by 
Eq. (4.8), spans the same linear space as Further definitions are: 

Nr 


UB~, and Er == U (4.11) 


i=l 
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Observe that ErM e E e Clearly, with such definitions both and E r , span the same linear 
subspaces; however, a significant difference between El' and Sr is that aH the elements of Sr 
have local support, which Is not true for El" An additional property is: 

E = ErM + 13¡ (4.12) 

The subspaces spanned by the sets offunctions E¡, El', 13rh and ErM will be denoted by D¡, 
DI', Dr¡, and Dj'2, respectively. We let N¡, NI', and Ñ be the dimensions of D¡, DI', and D, 
respectively. Then 

Ñ NI' +N¡ (4.13) 

Furthennore, 

D == D¡ + DI', DI n DI' {O} 1 
(4.14) 

DI' Dn + Dr2 , Dn n Df2 = {O} 

And 

(4.15) 

Even more, Eq. (4.14) implies that every function v E D and every function Vr E DI' can be 
written in a unique manner in the folIowing alternative forms 

v= vI' + VI, with E DI' and VI E DI (4.16) 

Vr vJ + 13M , with VJ E DI'! and VM E Dn (4.17) 

13= VJ + VM + VI, with VJ E Dn, VM E Dr2 and VI E DI (4.18) 

Given any function V E D, we associate with it unique functions E Dr,vJ E Dn , VM E Dj'2 
and VI E DI, whose definitions are gíven by Eqs. (4.16) and (4.l8). 

V. THE INTERMEDIATE AXIOMS 

In this Section, we establish a general scheme thal can be applied when there are subspaces of 
D ::J D, which satisfy Eqs. (4.14) and (4.15), even if they are not constructed in the manner 
explained in Section IV. In particular, such an application will made in Section X. 

Then the space D e D is defined to be the orthogonal complement, with respect to D, 01' 
DI e D; i.e., D (DI)-L. Or, more explicitly: 

D (v E Dlv, IV O,Vw E D¡} (5.1) 

Then, 

iJ == D + DI and D n DI == {D} (5.2) 

The notation projD : D ......,.. D is here introdueed for the projection operation of vectors of Dinto 
D. Reeall, from Eq. (4.14): 

(5.3) 
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Hence, 

(5.4) 

Furthermore, the mapping ProPD : Dr -+ D ís a bijectíon (Le., one-to-one). 
In what follows, the orthogonal complements of subspaces of D will be taken wíth respect to 

D. Usíng such notatíon, additional definítions are: 

(5.5) 

together with 

(5.6) 

Then 

D Dll + D l2 and D1I n D 12 = {O} (5.7) 

sínce 

(5.8) 

by virtue ofEq. (4.14). 

VI. THE GENERAL FRAMEWORK 

In this Section, we establish a general framework in terms of which many iterative substructuring 
methods can be formulated. 


Axiom VI.!. The only assumption (or axiom) ofthis framework is that tltere is a HUbert space, 

D, and a pair of(closed) subspaces of D, {D Il , Dn}, witlt ¡he property that 


D = D1I + D12 and DIl n DI2 {O} (6.1) 

In view ofEq. (5.7) the system ofSection V, fulfills this Axiom. As for notatían, the infler product 
of D }vil[ be denoted by u . w whenever u E D and w E D. 

Definition VI.l. Let 

(6.2) 

Theorem VI.!. Assll1ne rhe Axiam and Definitíon 6.1 hold. Tllen: 

D D1I +D21 and D l1 n D21 = {O} } 


D = D 12 + D22 and DI2 n D22 {O} (6.3) 


D D21 + D22 and D21 n D 22 = {O} 


Proof. In the proof of this result we do not need to assume that D is finite-dimensional, so its 
validity is more general. The first two equalities 01' Eq. (6.3) are straightforward, because of the 
orthogonality properties of the subspaces involved. As for the third one, assume u E (D21 n D 22 ) 
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then u E (Dll)1- and simultaneously u E (D12)L; therefore, u . w = Ofor every W E D, in view 
of Eq. (6.1). Hence u = O. On the other hand, the subspace O D21 + Dn e D is c1osed. 
Consider (0)1-. Then 

D = 0+(0)1-	 (6.4) 

~1- 1-. 1­If u E (D) ,then u (D21 ) D I ¡ and u E (D22 ) = D12 . Hence, u e DIl n D12 {O} and 
(0)1- {O}. From Eq. (6.4) it follows that 

(6.5) 

Eqs. (6.1) and (6.3) together, imply that every function u E D can be wntten in a unique manner 
as 

(6.6) 

Many iterative substrueturing methods can be cast in terms of eíther one of the two abstraet 
problems that are formulated next. _ 

Problem 1. In this problern U21 E D2I is the daturn: "Given U21 E D21 ,jind u E D 12 such rhat 
u = U21 + Un. for sorne u22 E D22." 

Problem2. Inthisproblemull E Dll isthedatum: "Givenull,E Dll,jindu E D22suchthat 
u U11 + uu, for sorne Ul2 E Du." 

Depending on the manner in which the subspaces of D are ehosen, these problems lead to 
generalized versions ofthe Neumann-Neumann and the Dirichlet-Dirichlet (preconditioned FETI 
[17]) approaches. 

From Eq. (6.6), it follows that 

2 	 2 

lI2a 	 ¿~)UI¡lh" and UIO' LCU2/3)10'; ct. = 1,2 (6.7) 
/3=1 .6=1 

Define, fOI each ct., f3 1,2 and each u E D, the mappings r".6 : DIO' -+ D2/3 and /),a/3 : D 1a -+ 
Dl.6 by 

(6.8) 

I~emma VI.1. When u E DI2 and W E D 22• one has: 

W • í22U = -u . fL22W 	 (6.9) 

Proof. Let u E D I2 and W E D 22 be given. Then U¡2 = u and W22 w. Furthermore, we 
recall the relations u = U21 + U22 and W = WIl + WI2 that will be used in the sequel. Then 

-
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Corollary VI.1. Define the transformation T D : D 12 --¡. Dlb for every u E D 12 by 

(6.11) 

and the transfonnation TN : D22 --¡. D22,for every u D22 by 

(6.12) 

Then, each one ofthese transformations is non-negative definite. 

Proof. Recall that both transformations T22 : --¡. D22 and 11,22 : D22 --¡. DI2 are one­
to-one (i.e., nonsingular). Applying Eq. (6.9), it follows that when u E D12 and u ::f O one 
has 

(6.13) 

Similarly, from Eq. (6.9) ir foIlows that when u and u t= Oone has 

(6.14) 

-
Theorem VI.2. Formulatíon ofProblems 1 and 2 

Let 1 be the identical transformation; then: 

A. A function u DI2 is solution of Problem 1, if and only if 

(6.15) 

B. A function u D22 is solution of Problem 2, if and only if 

(6.16) 

Here, the transformatíons (l + TD ) : D12 --¡. DI2 and (l + TN ) : D22 --¡. D22 are positive definite. 

Proof. In view of Corollary 6.1, each one of the transformations 1 + 1D and 1 + TN , ís 
positive definite. When u E D 12 , 

(6.17) 

Therefore. 

(6.18) 

That is 

(6.19) 

Then Eq. (6.15) is clear. The proof of the second part of this Theorem is similar, since in our 
developments the roles ofthe pairs (Du , D 1Z ) and (D2h D 22 ) can be interchanged. -
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Since both 1 + TD and 1 + rpv are positive definite transforrnations, the conjugate gradient 
method (CGM) is applicable to these problems. To obtain the new algorithms the following 
sequence can be used: 

Let UO be given (or UD = O) and set rO b Auo, pO = rO. For n = 0, 1, ... Iet: 

1. 	 fin = -"---''­
pn. Apn 

2. 	 un+1 un + fin p" 
3. 	 r"+1 = r n - fin Ap" (6.20) 

rl/+1 . r,,+l 
4. fin = 	--- ­

r" . rl! 
5. 	 p"+l r"+1 + fin p" 


n = n + 1 and Go to 1 


When we apply it to Eq. (6.15) and use 

(6.21 ) 

So that A = 1 - f122T22 = 1 + TD and b JL12U2h then the general scheme takes the form: 
Set po rO b f112 U 2! and UD == O. 
Do for n 0, 1,2, ... 

1. 

2. 	 fi" 
ptl . pn + 1j!n . 1j!" 

3. 	 u"+1 un + fin p" 
4. 	 q" = f1221j!" (6.22) 
5. 	 r"+1 r" - fin q " 

. rn+l 
6. 

rn . rl1 

7. 	 p,,+l = r,,+1 + f3" p" 


11 = 11 + 1 and Go to 1 


The algorithm for the equation 

(6.23) 

can be obtained in similar manner. 

VII. DERIVATION OF THE ALGORITHMS AT THE CONTINUOUS LEVEL 

The new algorithms presented in Section lII, correspond to applications at the continuous leve! of 
the general algorithms of Sectíon VI. Here, a brief explanatíon of such a procedure is presented 
!eaving out technical details. As said before, our focus is on problems at the discrete leve!. 

Consider the following problem: find u E H 2 (Q) such that 

-!::.u = fD., in Q in 	 (7.1) 

Together with 

u 0, on BQ 	 (7.2) 
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Let TI = {nI, n 2 } be a partition of n. Then, an alternative formulation of that problem is [18]: 
find u E {Pen) such that 

-!:"u = In, in na, a = 1,2 (7.3) 

and fulfills 

u 0, on an (7.4) 

Together with 

[au][u] = ° and an = O, on f' (7.5) 

¡ 
Let 

~ == {w E l~:(n)ltrace(w) = 0, on an} 
(7.6) 

D {w E H-(n)ltrace(w) = O, on an} 

Furthermore, we introduee the space D e Das: 

D == {w E DI-!:,.u = O, in na,a 1,2} (7.7) 

Additional definitions are: 

DIl {w E Dlw = O, on f'} and D 12 == {W E DI[w] O, on f'} (7.8) 

D21 ¡W E DI: = O, on f' } and D22 {w E DI [~~] = O, on f' } (7.9) 

Then, every function w E D can be written in a unique manner as 

W = Wll + W12, with Wll EDil & WlZ E D12 (7.10) 

Furthermore, D2l and Dll as well as D 22 and D12 are orthogonal with respect to the inner product 

? 

U • W == t [ Vw· Vudx (7.11) 
a=! na 

This can be secn using the relation 

L
2 

[ Vw·Vudx = r¡w[au] + [W]a?i} dx (7.12)Jr an ona=1 !."la 

which can be shown applying Eq. (2.14). The transformation rZ2 : Dl2 -+ D22 is characterized 
by: Given a function W E D such that 

[w]1 O, on f . (7.13) 

Then (r22W) E D is such that 

--'-. 

iJ(r22W) aw
O and --- = -. onf (7.14)an on' 
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Similarly, the transformation J.L22 : D22 D¡2 is characterized by: Given a function W E D such 
that 

[:W ] on [' (7.15)u O, 
n 

Then (P-22W) E D is such that 

(7.16) 

Clearly, evaluating i22W requires solving a problem with Neumann conditions on [' in each 
one of the partition-subdomains, Q¡ and Q2, while evaluating J.L22W requires solving a prob­
¡em with Dirichlet conditions on [' in each one of the partition-subdomains, Q¡ and Q2. Hence, 
TD == -J.L22i22 involves a Neumann problem followed by a Dírichlet one, while TN == -i22J.L22 

involves a Dirichlet problem followed by a Neumann one. For a comparison of this approach with 
standard formulations at the continuous level see the Appendix. 

VIII. PROCEDURES FOR EVALUATING THE TRANSFORMATION COMPONENTS 

To apply the general scheme explained in Section VI, effective procedures for evaluating the 
transformatÍons 

i ap : D¡a --l- D2p and /¿ap: D 2a --l- D¡f! (8.1) 

are required. TIlÍs in turo 1S accomplíshed if Uap E Duf!, Q', f3 = 1,2, such that 

u = Un + 1112 1121 + U22 (8.2) 

can be evaluated effectively, when u E D 18 given. 
In this Sectíon, we continue working with the assumptions of Section VI, but in addition we 

assume the following, which in particular 1S fulfilled by the system of Section IV: There exist 
linearly índependent subsets: 

BCD, 

5r e Dr, 
BI e DI, Br e Dr, 

BrM e Dn , Br J e Dri 
} 

(8.3) 

\Vhich satisfy: 

(8.4) 

The span of each one of the subsets Br and is DI'; however, a dís1inguishing property of Br 
i8 1hat its members have local support. We explain first a procedure for computing uJI EDIl and 
U]2 E D 12 • 

According to Eq. (4.18), we can write 

(8.5) 

Furthermore: 

UjJ = (UI + (Üll)¡, where (Üll)¡ E Dn and (Ul1)¡ E D¡ 

Ul2 = (U12)M + (ÜIZ)¡, where (Ü12)M E Drz and (ud! E DI (8.6) 
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Equations (8.2) and (8.6) together imply that 

(8.7) 

Therefore, 

Ull = Uf + (U1J)" where (Un)¡ E D¡ 

U12 UM + (U12)¡, where (UIZ)¡ E DI (8.8) 

Then, (Un)¡ E DI can be determined by the system of equations: 

(UII)¡ . W -uJ . w, Vw E 13¡ (8.9) 

while (Ü12)¡ E DI is determined by 

(UIZ)¡ . W = -MM' W, Vw E 131 (8.10) 

These equations, because u11 E D and u12 E D, which is orthogonal to D¡. Each one of Eqs. 
(8.9) and (8.10) constitutes a sequence of "E" independent local problems. 

On the other hand, when u E D is given, the function U21 E D2I is characterized by 

U21 • W = 0, Vw E DI 
(U21 - u) . w o, Vw E D 12 

un . w = O, Vw E Dll (8.11) 

Using the facts that every W E D I2 is 

(8.12) 

and that every W E DlI is 

(8.13) 

it is seen that the system of equations of Eq. (8.11) is equivalent to 

U21 • w¡ = O, Viii¡ E DI 

(8.14) 

Furthermore, Dr = Dn + Dn and therefore Eq. (8.14) is satisfied, if and only if: 

U21 • WI O, Vw¡ E D¡ 

(8.15) 
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Rere, it is understood that every Wr E Dr has been written as 

(8.16) 

Finally, introducing the bases El, and Er of DI and Dr, respectively, Eq. (8.15) is replaced by 

U21 • WI = 0, YWI E E¡ 

U21 . wr u • (UJr )M, YWr E El' (8.17) 

Using the faet that all the functions Wr E Er have local support, it i8 seen thal Eq. (8.17) consti­
tutes a sequence of"E" independent local systems of equations. In a similar manner, it is shown 
that Un E D 22 satisfies 

U22 • Wr u • (wr), YWr E Er (8.18) 

Rere, again Eq. (8.18) constitutes a sequence of "E" independent local systems of equations. 
Finally, observe that generally only one of the two systems (8.17) and (8.18) need to be solved 
since u = U21 + U22. A similar remark applies in the case ofthe paír ofEqs. (8.9) and (8.10). 

Application of the CGM algorithms of Section VI, also requires computing UIl or U21. The 
standard discrete version of the original problem, using continuous functions exclusively, is: find 
u E D such that 

u·w l wfr¡dx,VWE (8.19) 

This is equivalent to: find u E D8uch that 

u· WI = In tVlfr¡dx, YW¡ E D¡ 

u . WM l WM fr¡dx, YUJM E Dn (8.20) 

(u)] O 

Let ti p E D be any funetion that satisfies 

tlp . ii.1¡ l íVI f"dx, YW¡ E DI 
(8.21)

{ 
(Üp)] = O 

And define ti U Üp. Then it is seen that 

u E D 

: . WM _10 WM fndx - u,..W", Vw" E b" (8.22) 

u] = -(Up)) = OI 
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Then, u E D 12 and one can apply Eq. (8.17) to obtain U21. A second option ís to define up E D 
to be a functíon that satisfies 

up .Wl = r w¡Jndx, VW¡ D¡Jn 
(8.23) 

up .wr r wr fndx, VUlr E Dr
¡ 

Jn 
In this case 

(8.24) 

so that u E D z2 , by virtue ofEq. (8.15), while Eqs. (8.8) and (8.9) can be used to obtain UIl. 

IX. LAPLACIAN-LlKE OPERATORS 

In the application of the developments of previous Sections to íterative substructuring methods, 
there is usually a bilinear form aCu, w) that satisfies 

E 

a(u, w) == L aa(ua , w,,), Vu, w E D (9.1) 
,,=1 

and i8 positive definite in Here, for every u E Dand w E D, Ua == u and w" wlna . 

When, aCu, w) i8 also positive definite in D, then the procedures of previous sections ean be 
applied using a(u, w) as inner product in D. However, in sorne cases, such as when treating 
Laplace operator, it may happen that although aCu, w) is non-negative in D, it does not satisfy 
the positive-definiteness condition there. This section is devoted to explain the modifications that 
are required in order to deal with problerns of that kind. 

We adopt the following as surnption s: 

1. D is a finite-dimensional Hilbert space and 

a(u,u) 0, VUED (9.2) 

2. When u and u 0, 

a(u,u»O (9.3) 

3. Let De e D be the null subspace of a(u, w); i.e., 

De == {v E Dla(v, v) O} (9.4) 

and (.,.) is an ¡nner product defined in De, with the property that 

E 

w) = LCu,o w,,), "fu, w E De (9.5) 
a=l 
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When Eg. (9.1) is satisfied, there exists a linearly independent basis of De that will be denoted by 
Be = {w~, ... , w~C} e De, sueh that eaeh one of its members has local support. Furthermore, 
the aboye assumptions imply 

D n De = {O} (9.6) 

This permits choosing an algebraic complement of De, DR e D, which enjoys the following 
properties: 

D = De + DR and De n DR = {O} (9.7) 
• a(u, w) is symmetríc and positive definite in VR x VR ; and 

• De VR (9.8) 

Then every function u E Dcan be written in a unig ue manner as 

(9.9) 

Observe also that 

(9.10) 

Using the representation of Eq. (9.9), we define the inner product: 

u· w (ue, wc) +a(u, w), \:fu, 111 E V (9.11) 

When the definition ofEg. (9.11) is adopted the following identities that will be used in the sequel, 
are fulfilled: 

(9.12) 

and 

(9.13) 

Furthermore, it can be verified that the operation defined by Eg. (9.11) is indeed an inner product, 
in which the subspaces De and DR constitute an orthogonal paír of subspaces, which are com­
plementary with respect to V. Then the deveIopments of Sections IlI-VI will be applied to the 
space V, provided with such an ¡nner product. 

The only poínts that reguire further explanation are the procedures of Section VIII, for eval­
uatinl:t the transformatíon eomponents. To this end we reeall the unigue representatíon of every 
V D: 

(9.14) 

Then, we define 

Dre == {Vr E Ve 

VeR == {Ve E Dr 

E De '3 V 

E D R '3 V 

Vr + Vdl 
Vr + Vd 

(9.15) 

These definitions together with Eg. (9.7) ímply that 

(9.16) 
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In what follows the notations E1,c and will be used for a linear independent basis of Drc and 
DrR , respectively. 

Next, we revise the application of (8.9), (8.1 O), (8.17), and (8.18). Consider first 
(8.9) and (8.10), taking into account that El e DR , they can be written, respectively, as: 

a«Ull)¡, w) -a(ii j , w), Vii) E E¡ (9.17) 

and 

(9.18) 

In this fonn they are directly suitable for their application, if they are used joindy with Eq. (8.8). 
Consider now Eq. (8.17), the first part 01' it can be written as 

(9.19) 

whereas the second part of is 

U21 • wrc u . (Wrc)M, VtDrc E 
(9.20) 

U21 • WrR u . (WrR)M, VWrR E } 
These latter equations can be trans1'onned into 

«U21)c, wc) a(u, (Wrc)M), VWc Ee (9.21) 

a(u21, WrR) a(u, (WrR)M), Vii)rR E ErR (9.22) 

Here, Wrc is defined by the eondition 

Wc iiJrc + w¡ (9.23) 

Eqs. (9.19) and (9.21) need to be complemented with 

(9.24) 

An important property that should be noticed is that the systems of equations defined by Eqs. 
(9.21) and (9.22), respectively, are independent of each other. 

X. DUAL-PRIMAL METHODS 

The dual-primal methods are procedures that permit dealing with partition-vertiees. The basic idea 
of such methods consists in keeping undivided the functions associated with such vertÍces and 
treating them as internal nodes. An effect of such a procedure ls, however, to couple the systems of 
equations corresponding to partition-subdomains that share a vertex, which may be inconvenient 
in some instances. Por completeness, in this section we incorporate dual-primal methods in our 
1'ramework. 

The collection 01' sets {E~, ... , } e {El, .. . , EN}, of Section IV, is divided into two sub­

families, ... , B1A } e {E~, ... , } and {B~, .. . , } {E~, ... , B~r}; they are defined 
by ¡he following conditions: B~ {Bl, ... , B1f'.} if and on1y if the cardinality of Bj, is two, and 

Numerical Method~for Partial Differential Equations DO! lO.l002/num 



FETI WITHOUT LAGRANGE MULTIPLIERS 867 

E~ E {E~,. ., E::" }if and only if the cardinality of E~ is greater than two. Each one of the sets 

of the collection {Ei, ... ,E~D. } will be said to be a "dual set," whereas each one of the collection 
{E;, . .. , E::" ) will be said to be a "primal set." Clearly, functions of a primal set correspond to 
functions associated with vertices. 

Let E~ be a primal set, then we define E~ {w:H } where W:H E D is the mother function of 
the primal set, E~. Furthermore, 

Nrr 

ETl UE~ {W11, .. ·,wZ"'l (10.1) 
;=1 

and 

(10.2) 

On other hand, when the cardinality 01' E~ is two, so that it is a dual set, we proceed in a similar 
fashion to that of Section IV, and define: 

ND. ND. 

ED. == UE~, E~ {w~, wj l, UEL\, and E == EL'.. U E? (10.3) 
i=1 i=1 

as well as 

- {W,l U,N}El1ftr! = lvl' ••• " J 1\1 (lOA) 

Then: EL'..M e E e D; each set EL'.. and ED.' spans the same linear subspace and a conspicuous 
property is that all the elements of EL'.. have local support, while the same is not tfUe of BL'... 
Furthermore: 

(10.5) 

The subspaces spanned by the sets of functions E, E1 , ED.' Er,.]. and E';'M be denoted by 
D, D1 , Dí:;, Dí:;] , and Dí:;2, respectively. We are now in essentially the same position as in Section 
IV, if the following replacements are made: 

Dí:; -+ ~r, D: -+ D1 } (10.6)
Dr.! -+ Dr¡, Dr;2 -+ Dn 

Since corresponding to the assumptions of Section V we have: 

D D1 + Dr; and D,; n Dr; = {O} } 

Dr. == DL ! + Dr;2 and DL1 n Dr;l = {O} (10.7) 

= Dr;2 + DJ 

Therefore, we define 

(10.8) 

Just as in Section V, once D e D has been defined, the orthogonal complements will be taken 
with respect to D. And the following definitions are adopted: 

(10.9) 
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together with 

D Z1 == (Dll)~ and D 22 == (D1Z)~ (10.10) 

Then 

D = Dll + D 1Z and Dll n D12 = {O} (10.11) 

The most important difference with respect to the developments of Section III, is that there all the 
functions of the space DI, have local support, while that is not the case for the subspace D1 , as here 
defined. Because of this fact, there will be sorne coupling between the equations corresponding 
to different subdomains that share a common vertex. 

XI. APPLlCATION WITH LINEAR FUNCTION 

This Section is devoted to illustrate the application of our axiomatic framework. To make the 
presentation friendlier, we start with a very simple illustration and increase the complexity of 
the subjects treated progressively, while following the order of Sections IV-VI and VIII for our 
presentation. 

A. The discretization process 

In domain decomposition methods of the kind discussed in this Section, one has actually two 
partitions; on one hand, the partition rr == {Q1, ... , Q E} considered in previous Sections, which 
characterizes the DDM applied in Q, and a triangulation of Q in the sense of Ciarlet [43], whose 
elements need not be triangles, but can also be rectangles or parallelepipeds. For greater clar­
ity we reserve the terms domain decomposition, or simply partition for the first one, whereas 
the second one will be "the triangulation." The notation r refers to the internal boundary asso­
ciated with the domain decomposition of Q, whereas rt will be the boundary separating the 
triangulation-elements from each other. It is assumed throughout that r e rt. 

In this Section, D is the finite-dimensional Hilbert space whose elements are piecewise-linear 
functions defined in a triangulation of Q, continuous in Q and which vanish on aQ, so that 
D e Hd (Q). The subset B e D is the collection of functions of D, which satisfy the condition 
of vanishing at every node of the triangulation except at one, where it takes the value one. Then 
Bis a linearly independent basis of D, as required in Section IV. Furthermore, we define: 

(11.1 ) 

together with 

(11.2) 

We first consider the case when E = 2, for which the domain decomposition has only two 
partition-subdomains and adopt the notation rr = {Q+, Q_}, as illustrated in Fig. 1. For simpli­
city, in the illustrative figures the triangulation is made of squares and r is a straight lineo Accord­
ing to Section IV, the elements of B are the same as those ofB, except for the functions associated 
with the nodes lying on r, which have been divided into two by the domain decomposition rr; 
clearly, each one of the heirs of such functions has local support, since its support is contained 
either in the closure of Q+ or of Q_. We write B~ = {w~, w~} for the pair of heirs associated 
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+ 

FIG. 1. Partition with two subdomains. 

with each node Iying on f', wÍth an obvious notation for the restrictions to º+ and º_ of each 
E B. Therefore, 

(11.3) 

The union of alJ [he pairs S~, is the set 01' functions Sr; i.e., 

NI' 

Sr US~ (11.4) 
í=l 

According to Section IV, the functions associated with the internal nodes of each one the 
partition-subdomains, which have not been divided, constitute the ser SI e 13 e S. It can 
be seen thar 

(11.5) 

Observe that once 13 and the partitíon n are given, the ser Sr as defined aboye is uniquely derer­
mined and, furrhermore, that all the members of Sr have local support. However, none of these 

properties is enjoyed by the set Sr. Indeed, according to Secrion IV, 13~ {w;vl' w~}, where 

(11.6) 

Clearly, w~¡ does not have local support. As for w~, all that is requircd is thar it be such thar the 
pair { W~~f' w~ } span the same linear space as rhe pair W~}, and this condition does not define 
ir uniquely. A possible choice thar fulfills this condition i8 

W~ = (11.7) 
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The correspondence between the pairs {w~, w'J and W~l' w~ that satisfies Eqs. (11.6) and (11.7) 
is one-to-one and the inverse transformatíon 1S: 

. l.. . 1(' ')JJi = w' + w' and w' = -(w l (11.8)+ 2 M J - 2 M 

However, there are many other optíons that produce definítions of w~ that are compatible wíth 
the axíoms of Section IV, among them: 

w~ = w~ (11.9) 

or 

w~ = w~ (11.10) 

When Eq. (11.9) is adopted: 

= w i 
J (11.11) 

In this Section we mostly stick to the definitían of Eq. (11.7), which leads to developments 
that are closer to standard approaches. Further comments on alternatíve definitions will be made 
elsewhere. 

From Section IV, we have 

1 Nr}{W,~, .. . , }, Er¡== {UJJ, ... ,w j , and 8 r, = ErM uErJ (11.12) 

The subspaces DI, Dr, Dn , and Dn are spanned by the sets offunctions Ej , Er, E l' ], and ErM , 

respectively. Then, from Section V, (5.4)-(5.8), we have 

(11.13) 

together with 

Dll projDDn and D 12 == projDDn 
(11.14)

D2l (Dll).L and D22 == (DJ2).L 

Here, the orthogonal complements are taken wíth respect to D. The space D is made of functions 
which satisfy a weak version of the homogeneous diffcrential equatíon in each one of the subdo­
mains separately. A more detailed description and a more complete interpretation, of such weak 
solutions can be obtained applying the Oreen-Herrera formulas developed in previous papers by 
Herrera and his collaborators [30-34], The subspace D 12 e D is uniquely defined, independentIy 
ofthe definition of w~ that 1S adopted, and it is constituted by the funclÍons ofD that are continuous 
across r. Then the subspace D 22 e D is also uniquely defined, since according to Section VI, it 
is the orthogonal complemcnt of DJ2. On the other hand, the definition of the subspace DIl e D 
does depend on which of Eqs. (11.7), (11.9), OI (J 1.10) is adopted. Howevcr, independentIy of 
which of these equations is chosen, the members of DII are generally discontinuous. In particular, 
if Eq. (11.7) is choscn, as we shall do in what follows, Dll is constituted by the members of D 
whose average across r is zero; if, on the other hand, Eq. (11.9) is choscn, then Dll is constituted 
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FIG.2. Partition with three subdomains. 

by the members of D that vanish identicalIy on ~L. In tum, D 21 is defined in terms DIl , as its 
orthogonal complement (recall SectÍon VI). 

B. The treatment of vertices 

The general method described in Sections IV-VIII perrnits dealing with cases in which the parti­
lÍon has vertices. By a vertex, we mean a node on [' where more than two partitíon-subdomains 
meet. Consider for example the case when E ? 3, and as sume that three partition subdomains 
meet at a node on r (Fig. 2). Let E Br be the eontínuous piecewise linear function that takes 
the value one at such a node; then, u? has three heirs so that B~ {wL w~ f' w~ Il }, where wL w~l' 

and w~lIare the restrictions of the function wi to each one of the three partition-subdomains. In 

such a case, one necessarily has B~ = {w~, w~l' W~2} with W;11 == wf
, while the pair {w~p W~I2} 

is an algebraic complementary set of w:~[ üi. Then, a definition that satisfies the axioms of 
Sectíon IV is 

W f _ ",i 
. J2 = Wll (11.15) 

Although other choiees are possible. This equation permits carrying out the transformation 

B~ -+ B~, that is used in the application of the methods here presented; it is given by 

!L,; Wf d ",f !L,I w f (11.16). ¡ ¡ J2 an W¡¡¡= 1,/- 11 

This permits expressing each one of the functions of B~, which have local support, in the form 
given in Eq. (4.15); more precisely, using the notation of Eq. (4.15), we have 

(w~L wj 
(11.17)

(W~I)J = wL 
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FIG. 3. PaItitíon with four subdomains. 

Together with 

(1l.18) 

The relations ofEqs. (11.17) and (1l.18) are required 1'01' the application ofEqs. (8.17) and (8.18). 
Iffour partitíon subdomains meet at a point 01' r 3), then B~ == {w~, w~l' W~ll' w~v} and 

one can take 

,,,i -wi 
""11 = l' (11.19) 

The inverse transformation for this case is: 

(w~L = w~ and (WDM = O } 


(wLL = W~l and (W~I)M = O (11.20) 


(w}[[L = w}[[ and (W}ll)M = O 


Together with 

- W~ll and (11.21) 

C. The local systems of equations 

In this Subsection, we exp1ain the procedures and discuss the work required for applying the sys­
tems ofequations that were developed in Section VIII; in particular, how lo apply (8.9), (8.10), 
(8J7), and (8.18) when a function u E D is given. To make more concrete sorne ofthe general 
arguments that follow, the reader may take as an illustration the case 01' a two partition-subdomains. 
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Firstly, it ís necessary to express the function u E D in the fonn ofEq. (4.18): 

(11.22) 

Equation (8.9) splits into independent systcms of equations-for the values of Ull at internal 
nodes-one for each partition-subdomain. For eaeh one of these systems ofequations, the system­
matrix is a square matríx of size equal to the number of internal nodes ofeach partition-subdomain. 
The same argument applies to Eq. (8.10). A very similar analysis applies to the systems of Eqs. 
(8.17) and (8.18), sínce they also split into independent systems of equations, one system for eaeh 
partitíon subdomain, in spite of the faet that now funetions assoeiated with nodes that lay on r 
also oecur in those systems. Observe the systems corresponding to different partition-subdomains 
remain indeed uncoupled, because the functions Wr E Er have local support. Furthermore, in 
Eqs. (8.17) and (8.18), it maybe noticed that the exchange of infonnation between different subdo­
mains is accomplished through theír right-hand sides, where the functions (W~)!vl and (w~) J occur. 
Indeed, although every function Wr E Er has local support, the mother function (wr ) M = Wr E B 
has a support whose interseetion with subdomains different to that on which the support of 
líes, is nonvoid. When the mother function has only two heirs, then (wr)M (wr )+ + 
has a support that intersects more than one subdomain. More generally, in vertices, where the 
number of heirs is greater than two the mother funetion ínterseets aH of them. Something similar 
happens with (wr) j, as Eqs. (11.18) and (11.21) illustrate. 

In conclusion, Eqs. (8.9), (8.10), (8.17) and (8.18) are local systems of equations that can be 
applied separately in each one 01' the partition subdomains. The exchange of infonnation between 
different subdomains is accomplished through the right-hand members of those equations, while 
the equations systems themselves remain uncoupled. In achieving this advantageous feature, the 
double expression of funetions-in ternlS of the two bases Er and Br-plays an essential role. 

D. The treatment 01 singular bilinear forms 

Le! us consider the case of the Laplacian operator. Then, 

E 

a(u,w) == L 1Vu· Vwdx (11.23) 
a=1 Q" 

When a11 the partition-subdomains touch the outer domain-boundary, 80, then a (u, w) is positive 
definite. However, iffor sorne a = 1, ... , E, the closure ofthe subdomain 0a does not intersect 
the outer boundary in 80, then a(u, w) is only non-negative. In this latter case, let the nonvoid 
subfamily of such partition-subdomains be 

(11.24) 

Then, the subspace De e D defined by Eq. (9.4) has the basis Be _ {w2, ... , w¿C}, where 
Ne Ea and for each al, . .. , Ea the functíon support of is eontained in the closure of 
O~. Furthermore, the restrietion of to O~, can be taken to be identically equal to l. 

Thereby, we point out a related property. For this purpose, given any w~ E define w~c E Dr 
as the unique function that satisfies the representation: 

(11.25) 
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When Q~ ls a polygonal subdomain, it ean be seen that such a function is the unique linear com­
binatÍon of functions of Er , with support in Q~, that is 1 on (m~ ídenticaHy. Using this fact, after 
defining for each Ci 1, ... , Eo: 

f3?:.a:== {Wr E Erl support (w)r c~} (11.26) 

it can be seen that 

(11.27) 

To define the family Er R of Sectíon IX, for each Ci = 1, ... , Ea. let E~a e E~a be a subfamily of 
E~", that is linearly independent w~c' then we can define 

EO 

ErR :== UE?,,,, (11.28) 
a=l 

In turn, and in view of Eq. (11.27), E~O! can be constructed by removing just one function from 
each set f3?:."" Ci = 1, ... , 

AH that remaíns is to review the applicatíon of Eqs. (9.17), (9.18), (9.21), and (9.22). The 
Eqs. (9.17) and (9.18) do not differ from Eqs. (8.9) and (8.10), and can be applied in the same 
manner as these latter equations. As for Eqs. (9.21) and (9.22), a point that deserves mention is 
that special care must be exercised when evaluating (U)~C)M and (w~dJ; they can be obtained 
expressing w~c as a linear combination of functions Wr E Er and then deriving (Wr ) M and (wr )J 

for each one of such functions. 

E. Application of dual-primal methods 

Other procedures fOl' dealing with vertices are dual-primal methods, Tb derive this kind ofmethod 
in the general framework presented in this article al! that is required is to treat functions assoCÍ­
ated with vertices as if they were associated with internal nodes, as it was explained in Section X. 
As mentioned there, 1his leads to coupling between partition-subdomains that share a common 
vertex. 

XII. CONCLUSIONS 

At present, the standard treatment of partíal dífferential equations defined on discontinuous func­
tions ís based on the use of Lagrange multípliers. In particular, this i5 the approach followed in 
the íterative substructuring methods that are avaílahle. Such a procedure, however, is not direct 
and has lhe inconvenient feature of increasing the number of degrees of freedom to be handled. 
In this article, it has been shown that more direct approaches are feasible. In particular, using lhe 
theory of partíal dífferential equations in discontinuous piecewise-defined functions [18], without 
recourse to Lagrange multípliers, positive-definite preconditioned fOl'mulattons of the Neumann­
Neumann, and Dirichlel-Diríchlet (preconditioned types were developed. Apparently, the 
new algorithms can be applied not only to second order partial differential equations, such as 
Laplace equation, but also other equations; however, further research in such potential applíca­
tíons is required. On the other hand, the conditions under which lhe new algorithms are applícable 
to an equation or a system are established with precision in the article. 
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APPENDIX 

The standard Neumann-Neumann algorithm that is usually formulated for Laplace equation is 
closely related to its new version, presented in Sectíon lII. However, from the standard Neumann­
Neumann algorithm it ís not possible obtain a positive definite transformation. And something 
similar happens wíth the correspondíng Dirichlet-Dirichlet formulatíons. So, the purpose of this 
Appendíx ís to exhibít in a more explícit manner the differences between the standard and the 
new formulations that explain such a standard-formulation limitation. 

In our notatíon the standard Neumann-Neumann algorithm, as given for example in [17], for 
a two-subdomains partitíon is 

1,2 
(Al.1) 

[U"-!-1/2] = ° aod on r ) 

Together with 

1:1fr"+l 0, 

~ } (AL2)a1frl!+l[o~:+l ] 2[au;:1/2] and = 0, Oil r an 

And the function u~+l on r, is defined to be 

(AL3) 

With a suitable e E (O,Oma>J. 
The positive definite transformatíon used for the application of the CGM in Section I1I, in the 

case of the Neumann-Neumann algorithm, can be derived replacing Eqs. (A 1.1) and (A1.2) by 

in :\.la, a = 1,2 ) 
(AlA) 

[Un-!-I/2]] = ° and = u~, on r 

and 

in :\.l",a = 1, ... , E } 
---=---­~ 

01fr11+1] o1fr11+1 au"-'-1/2 (Al.S)° and -- --- 00 r[ on an an 
Similarly, the standard Dirichlet-Dirichlet formulation (or preconditioned FETI [17]) in our 
notation is: 

l:u"+1/2 fr¡, in :\.l""a 1, ... , E 
e~

au"+1/2 (AL6)
[au;:1/2] = O and ---='A",onr }un 

Together with 

1:1fr11+1 0, in :\.l",a 1, ... ,E 
(A 1.7) 

[1fr'l-!-l] = ° a11d = [Un+1/2], 011 r ) 
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The function Jc n+1 on r, is defined to be 

,11+1 = ,n + e[aa1/l"]], 'th e (O e )/lo /lo Wl E, max 	 (A1.S)
n 

The positive definite transformation used for the application of the CGM in Section I1I, in the 
case of the Dirichlet-Dirichlet algorithm, can be derived replacing Eqs. (Al.6) and (A1.7) by 

LUn+1/2 = fQ, in Qa, Ci = 1, ... , E 

----=--­au"+1/2 (A1.9)
[ au~:1/2]] = O and --- =Jc" onr 

an ' l 
Together with 

L1/Ill+1 = O, in Qa, Ci = 1, ... ,E 
(A1.10)---'--- ----=--- )[1/In+1] = O and 1/1"+1 = U"+1/2, on r 

1 express my gratitude to Antonio Carrillo-Ledesma, Ph.D. student at UNAM, whose invalu­
able help in many respects is here recognized. AIso to Professor Robert Yates who carefully read 
the manuscript and made many valuable suggestions. 

References 

1. 	 R. K. Bry linski and G. Chen, Mathematics of quantum computation, Computationa1 mathematics series, 
Chapaman and Hall/CRC, 2002, 429p. 

2. 	 DDM Organization, Proceedings of 16 International Conferences on Domain Decomposition Methods, 
1988-2006, www.ddm.org. 

3. 	 P. L. Lions, On the Schwarz alternating method, 1, R. Glowinski, G. H. Golub, G. A. Meurant, and 
J. Péríaux, editors, First International Symposium on Domain Decomposition Methods for Partial 
Differential Equations, París, France, January 7-9,1987. SIAM, Philadelphia, PA, 1988, pp. 1-42. 

4. 	 P. L. Lions, On the Schwarz alternating method, II, T. Chan, R. Glowinski, J. Péríaux, and O. Widlund, 
editors, Second International Symposium on Domain Decomposition Methods for Partial Diffel'ential 
Equations, Los Angeles, California, January 14-16, 1988. SIAM, Philadelphia, PA, 1989, pp. 47-70. 

5. 	 M. Dryja and O. B. Wid1und, An additive variant of the Schwarz alternating method for the case of 
many subregions, Technica1 Report TR-339, Ultracomputer Note 131, Department ofComputel' Science, 
Courant Institute, 1987. 

6. 	 M. Dryja, An additive Schwarz algorithm fortwo- and three-dimensiona1 finite e1ementelliptic problems, 
T. Chan, R. Glowinski, J. Périaux, and O. Widlund, editors, Domain decomposition methods, Second 
International Symposium on Domain Decomposition Methods, Los Angeles, California, J anual'y 14-16, 
1988. SIAM, Philadelphia, PA, 1989, pp. 168-172. 

7. 	 M. Dryja and O. B. Widlund, Some domain decomposition algorithms for elliptic problems, L. Hayes 
and D. Kincaid, editors, Proceeding of the Confel'ence on Itel'ative Methods for Lal'ge Linear Systems 
Austin. Texas, Octobel' 19-21, 1988, to celebrate the sixty-fifth birthday of D. M. Young. Jr., editors, 
Iterative Methods for Large Linear Systems, Academic Press, San Diego, California, 1989, pp. 273-29l. 

8. 	 M. Dryja and O. B. Widlund, Towards a unified theory of domain decomposition algorithms fol' elliptic 
problems, T. Chan, R. Glowinski, J. Périaux, and O. Widlund, editors, Third International Symposium 
on Domain Decomposition Methods fol' Partial Differential Equations, Houston, Texas, Mal'ch 20-22, 
1989. SIAM, Philadelphia, PA, 1990, pp. 3-2l. 

Nwnerical Methods for Partial Differential Equations DOI 10.1 002/num 

http:www.ddm.org


FETI WITHOUT LAGRANGE MULTIPLlERS 877 

9. 	 T. Chan and T. P. Mathew, An application of the probing technique to the vertex space method in 
domain decomposition, R. Glowinski, Y. A. Kuznetsov, G. A. Meurant, J. Périaux, and O. Widlund, 
editors, Moscow, Russía, May 21-25, 1990, Fourth International Symposium on Domain Dceompositíon 
Methods fOl' Partí al Differential Equations, SIAM, Phíladelphia, PA, 1991, pp. 10 1-111. 

10. Ch. Farhat and F. X. Roux, Implicit parallel proeessing in strnetural mechanics, J. T. Oden, editor, 
Computational Meehanics Advances, Vol. 2(1), North-Holland, 1994, pp. 1-124. 

11. 	P. Le Tallee, Domain decomposition methods in eomputational mechanics. J. T. Oden, editor, 
Computational mechanics advances, Vol. 1(2), North-Holland, pp. 121-220. 

12. A. Quarteroni andA. Valli, Domain decomposition methods fol' partial differential equations, Numelical 
Mathematics and Scientific Computatíon, Oxford Science Publications, CJarendon Press, Oxford, 1999. 

13. B. 	F. Smith, P. E. Bj0rstad, and W. Gropp, Domain decompositíon: parallel multilevel methods fOl' 
elliptie partial differential equations, Cambridge University Press, 1996, 621p. 

14. B. 1. Wohlmuth, Discretization mcthods and iterative solvers based on domain deeomposition, Vol. 17, 
(Leeture Notes in Computational Seience and Engineering), Springer Verlag, 200 l. 

15. J. Xu, Counter examples eoneeming a weighted L 2 projeetion, Math Comp 57 (1991), 563-568. 

16. J. Xu and J. Zou, Sorne nonoverlapping domain deeomposition methods, SIAM Rev 40 (1998),857-914. 

17. A. Toselli and O. Widlund, Domain decomposition methods-algorithms and theOl'Y, Springer series in 
eomputational mathematics, Springer-Verlag, Berlín, 2005, 450p. 

18. L HeITera, Theory 	of differentiaJ equations in diseontinuous pieeewise-defined-funetions, Numer 
Methods Partia1 Differential Equations 23 (2007), 597-639. (Published on Hne 06/11106). 

19. 	1. HCITera, R. E. Ewing, M. A. Celia, and T. F. Russell, Eulel'ian-Lagrangian loealized adjoint method: 
the theoretical framework, Numer Methods Partial Differential Equations 9 (1993), 431-457. 

20. 	R. Tezaur and C. Farhat, Three-dimensional discontinuous Galerkin elements with plane waves and 
Lagrange multipliers for the solution of mid-frequeney Helmholtz problems, lnt J Numer Methods Eng 
66 (2006), 796-815. 

21. J. Jirousek and A. Wróblewski, T-elements state of the art and future trends, Areh Comput Methods Eng 
State Art Rev 3/4 (1996), 323-434. 

22. 	J. Jirousek and P. Zíelinski. Survey of Trefftz-type elernent forrnulation, Cornput Struct 63 (1997), 
225-241. 

23. 	1. Herrera, Trefftz method: a general theory, ~umer Methods Partial Differential Equatíons 16 (2000). 
561-580. 

24. O. H. Qin, The Trefftz finite and boundary element method, The WIT Press, Southampton, 2000, 282p. 

25. L Herrera, M. Diaz, and R. Yates, A more general version of the hybrid-trefftz finite e!ement mode! 
by applieation of TH-domain Decompositíon, R. Kornhuber, R. Hoppe, J. Periaux, O. Pironeau, O. 
Wid!und, and J. Xu, Eds. Domain decomposition methods in scienee and engineerÍng. Leeture notes in 
eomputational science and engineeting, VoL 40, Splinger, Berlin, 2004. pp. 301-308. 

26. L HeITera, D. Keyes. O. Widlund, and R. Yates, Domain deeomposition methods in science and engi­
neering, Proeeeding of the 14th lnternational Conferenee on Domain Decomposítion Methods, DDM 
Organizatíon. 2003. 

27. L Herrera, The índireet approach to domain deeomposition. L. Herrera, D. Keyes, O. Widlund, and 
R. Yates. editors, Plenary leeture at Proeeedings of Lhe 14th Internationa! C011ferenee 011 Domain 
Decomposition Methods, 2002, pp. 51-62. 

28. 	 r. Henera, A u11ified theory of domain deeomposition methods, In L HeITera, D. Keyes, O. Widlund, 
and R. Yates, editors, Proeeedíngs of the 14th International Conferenee on Domaín Deeompositíon 
Methods, 2002, pp. 243-248. 

29. 	 L Henera, Boundary methods, A eliteríon for eompleteness, Prae Nat Aead Scí USA 77 (1980), 
4395-4398. 

Numerical Methods for Partíal Differential Equations D01 1O.lO02/num 



878 HERRERA-REVILLA 

30. 	I. Hen'era, Boundary methods, An algebraic theory, Fitman Advanced Publishing Program, Pitman, 
1984. 

31. 	I. Herrera, Unified approach to numerical methods. I. Green's formulas for operators in discontinuous 
fields, Numer Methods Partial Differential Equations (1985), 12-37. 

32. 	1. Herrera, L. Chargoy, and G. Alduncin, Unified approach to numerical methods. III. Finite differences 
and ordinary differential equations, Numer Methods Partial Differential Equations 1 (1985), 241-258. 

33. 	1. Herrera, Some unifying concepts in applied mathematics, R. E. Ewing, K. L Gross. C. F. Martin, 
editors, The merging of disciplines: new directions in pure, applied, and computational mathematics, 
Springer Verlag, New York, 1986, pp. 79-88. 

34. 	I. Hen'era, On operator extensions: the algebraic theory approach, Advances in optimizaríon and numer­
ical analysis, Mathematics and its applications, Kluwer Academic, 1992, pp. 155-163. (Proceedings of 
the VI Workshop on Optimization and Analysis). 

35. 	l. Herrera, LocaJized adjoint methods: A new discretlzation methodology, W. E. Fitzgibbon and M. F. 
Wheeler, editors, Computational Methods in Geosciences chapter 6, SIAM, 1992, pp. 66-77. 

36. 	1. Herrera, The aIgebraic theory approach for ordinary differential equations: HighIy accurate finite 
differences, Number Methods Partial Differential Equations 3 (1987),199-218. 

37. M. Celia and 1. Herrera. Solution of general differential equations using the algebraic theory approach, 
J Numer Methods Partial Differential Equations 3 (1987), 117-129. 

38. 	1. Herrera, General variational principies applicable lo the hybrid element method, Proc Nat Acad Sci 
USA 74 (1977), 2595-2597. 

39. 	1. Herrera, VariationaI principIes for problems with linear constraints: prescribed jumps and continuatíon 
type restrictions, 1 Inst Math Appl25 (1980),67-96. 

40. 	1. Herrera, Trefftz melhod, C. A. Brebbia, editor, Boundary eIement Research, Vol. 1. Basic Principies 
and Applications, Springer-Verlag, 1984, Chapter 10, pp, 225-253. 

41. 1. Herrera, Boundary Methods for Fluids, Finite E1ements in Fluids, Vol. IV, R. H. Gallagher, D. Nonie. 
J. T. Oden, and O. C. Zienkiewicz. Editors, Wiley, 1982, Chapter 19, pp. 403-432. 

42. 	1. Herrera and D. A. Spence, Framework for Biorthogonal Fourier Series, Proc Natl Acad Sci (PhysicaJ 
and Mathcmatical Sciences) USA 780981),7240-7244. 

43. 	P. G. Ciarlet, "The finite eIement methods for elliptic problems," Classics in Applied Mathematics, 
Vol. 40, SIAM. Philadelphia, 2002, 530p. 

Numerical Methods for Partial Differential Equations DOI 10.l002/num 


