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Summary. This paper corresponds to the second talk given in the minisymposium 
devoted to present the multipliers-free domain decomposition method. After sup­
plying an overview of such methods, in Paper 1, implementation issues are here 
discussed. Sorne details related with code development are explained and then com­
putational and numerical experiments are carried out. The results here contained 
confirm the advantages that these methods possess as was claimed in Paperl. Unified 
matrix formulas for the different algorithms that are applicable to both symmetric 
and non-symmetric matrices. simplified code development that can be 100% imple­
mented in parallel; such methods also permit the construction of very robust codes; 
and state-of-the-art convergence rateo 

1 	Introduction 

Nowadays it is standard to treat preconditíoned non-overlapping domain de­
composition methods with recourse to Lagrange-multipliers usíng a saddle 
point formulation [1]-(3]. This artífice, no doubt, has been quite valuable sínce 
it has permitted dealing with a large variety of problemsi however, it is an 
indirect approach that bypasses many details of the problems considered and 
it ls not free of shortcomings, as it was explained in paper 1 of this minisym­
posium [4]. Actually two approaches are possible when formulating DDMs: 

1. 	Avoíd the introduction of discontinuous functions, keeping the treatment 
within spaces of continuons functions, and deal with the problem as one of 
constrained optimization by means of a Lagrange multipliers formulation; 
01' 

2. 	Enlarge the functions-space considered to one whose members are gener­
ally discontinuous and contains the continuous-functions-space as a linear 
subspace. 
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When research on domain decomposition began the first option was preferred 
and the second option had remained unexplored up to now in spite of the 
many years elapsed. 
Recently, a systematic prograrn of research to fill this gap has been carried 
out [5]-[9] and the purpose of this Minisyrnposiurn, entitled the Multipliers­
Free Dual-Primal Domain Decornposition Methods for Syrnmetric and Non­
syrnmetric Matrices, is to surnmarize its results. In paper 1, an overview of 
this approach was presented, while this second article is devoted to explain 
with certaín details its numerical and computationaJ properties. 

2 Parallelization Properties of the Multipliers-free 
DDMs 

The developments of this Section are done in jj (ti) , the extended space of vec­
tors, whose members are generally discontinuous and contains the continuous­
vectors-space, jj (n), as a subspace. Hence, all vectors here considered belong 
to jj (ti). In paper 1, the matrix 4 was written as 

(1) 

The notation here is such that 

4JIII : jj~P (Il) -+ jj~P (Il), 4 .:l: jj (,1) -+ jjDP (Il)rr
{ 4.:l : DDP (Il) -+ D (,1) , 4.:l.:l : jj (,1) -+ jj (,1) (2)rr 

Also, jj (,1) e jj (ti) is the linear space of vectors of jj (ti) that vanish at 
every deríved node that is not a dual node, while jj (Il) is the linear space of 
vectors that vanish at every dual node (Le., they vanish at ,1). Furtherrnore, 

jjDP (ti) = jjDP (Il) ffi jj (,1) (3) 

We now define E == 1 U ,1, and in a similar fashion shall write 

(4) 

Where 

4¿;¿; :~ (E) -+ ~ (E) , : jj (7r) -+ jj (E) 
(5){41!'¿; :D (E) -+ D (7r), : jj (7r) -+ jj (7r) 

It can be verified that 

A A ) E (Aa Aa )= =II=I.:l - '" =II=I.:l (6)- ( A A - L...- A" Aa 
=.:lI=.:l.:l <>=1 =.:lI=.:l.:l 
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When making use of the multipliers-free domain-decomposition methods, the 
formulas that need to be applied are: 

For the Schur complement : aSuél = t él2 and ;l)!:.él = O (7) 

For Neumann - Neumann : aS-1aSuél and O (8) 

For non - preconditioned FETI: = _g-ljQ-lt él2 and aSll = O 

- (9) 

= O (10) 

So, when iterating we need to have codes for computing the action oí the 
following matrices g, i: g and g-l. The actions I!:.u and of the average and 

jump matrices on any vector :g E b (fi), which for every :g E fi are given by 

1 
:g(q,(3) = m L :g (q, a) and =:g - ~u, (11) 

aEZ{q) 

are so easy to compute that its parallelization is not an issue. 

2.1 Parallel Computation of 

As for the actioll of Q: recall that 

(12) 

Here only the paraUelization of the action of 4;;'~ requires further explana­

tion. Given Y1. E b (JI), let 11. E b (JI) be such that 11. 11.1 + 11.11" == 
Then, since 

(13) 

Then, 11.11" E b (1f) is the solution of 

While 

11.1 = 4~1 (Y1.¡ 41r.11.".) (15) 

We observe that the problem of Eq.14 is the usual DDM problem, except that 
it is formulated in the vector space b (1f) whose dimension is much smaller. 
Due to this fact, it can be treated in parallel by many methods. 

ff/ (4r.r. 
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2.2 ParaUel Computation of the Inverse ~. 

Given lL:l E ñ (.c1), set :!Q.á Q-l1k.á and write:!Q == :!Q1r + :!QE for the dual­
primal harmonic extension of iii.á' Then, 

( 4 EE4 E1r ) ( :!QE) (16)
4".E41r1r :!Q1T 

Using Eqs.6 and 16, it can be seen that 

-A A-lA )w =-A A-lu=1rE=EE=E1r = =lrE=EE.á{ =0 
(17) 

Only the parallelization of the action of requires further explanation, 

which in turn is clear since, by vírtue of Eq.6, 4;~ is the sum of local inverses. 
As before, we observe that the problem of Eq.17 is the usual DDM problem, 
this time formulated in the vector space ñ (11") whose dimension is again much 
smaller. Once :!Q.,.. has been obtained, one applies 

:!QE (1k¿l 4E,,:!Q1r) (18) 

This completes the parallel computation OfW¿l = (:!QE).á = Q- l 1k.á' 

It should be observed that the number of primal nodes usuallyselected is quite 


small, which allows the matrices (411"11' 4".¡4~141") and (4"1r - 4"E4;~4E1t') 

to be completely computed if desiredj since both are banded. Indeed, they 

can be factored and the local inverses can be directly applied in each CGM 

or DQGMRES iteration. 


3 N umerical Results 

The uniformity of the formulas of Eqs.7 to 10 aUows the development of very 
robust codes, sínce the developments stem from the original matrix indepen­
dently of the problem that motivated it. In this manner, for example, the 
same code was applied to treat 2-D and 3-D problems; the only routine of the 
code that had to be changed, when going from one class of problems to the 
other, was that defining the geometry and that is a very small part of ít. 
The problems implemented have the form: 

-1J:.V'2u +!L' V'u + cu f(x) x E a 

u:Og(x) xE8a (19) 

a = 11~=1 (ai,{3i) 


where a, e > Oare constants, b = (b1, ... , bd) is a constant vector and dI, 2, 3. 
The family of subdomains {al, ... , aE} is assumed to be a partition of the set 
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n {1, ... , N}. In the applications we present N is equal to the number of 
degrees of freedom (do!), because we use linear functions and only one of 
them is associated with each original internal node (see, Table 1). 

1 
I 

: 
1 
I 

: 
1 

Iteration Table 

i 
Syrnmetric I Non-Syrnrnetric 
Case Case 

IVerticet Subdomains dof Primals Schur FETI Schur ,FETI 
2 4 9 1 12 1 2 1 

14 16 225 9 7 7 9 8 
6 36 1,225 25 9 9 13 12 
8 64 3,969 49 10 10 15 14 
10 100 9,801 81 ,11 11 17 15 
12 144 20,449 121 12 11 18 17 
14 196 38,025 169 12 12 19 18 
16 256 65,025 225 13 12 20 19 
18 324 104,329 289 13 13 21 19 
20 1400 159,201 361 13 13 21 20 

122 484 233,289 441 13 14 22 20 
124 576 330,625 529 14 14 123 21 
26 676 455,625 625 14 14 23 22 
28 784 1613,089 729 14 14 23 22 
30 900 808,201 841 15 14 24 22 

DiscretlzatlOn lS accomphshed usmg central filllte dlfferences and the ongmal 
problem is then to solve: 

:4..71=1 (20) 

In each domain na the local matrix A~,Q;),(j,a) is defined as in [8] as: 

1 ~ 
(21)A~,a)(j,a) = m(i, j) Aij 

where m(i, j) is the minimum of the multiplicities ofí and j. The total matrix 
At then satisfies the críteria: 

At L~=l Aa (22)
íiJ· :4. . 71 =1'(íiJ) . At . 1'(71) 

The DQGMRES algorithm [10] was implemented for the iteratíve solutíon of 
the non-symmetric problem 19. 

4 Conc1usions 

Paper 1 of thís Minisyrnposíum was devoted present an overview of the 
multipliers-free domain decompositíon methods, whíle this Paper 2 presents 
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implementation issues. In Section 2 of the present paper a proeedure that 
permits to develop 100% parallelízed algorithms was explained and in Section 
3 computational experiments were carried out. The four matrix-formulas that 
unify the non-overlapping domain decomposition methods and extend them 
to non-symmetric matrices, Eqs.7 to 10, were applied to symmetric and non­
symmetric problems. Through these computational experiments the following 
features of the multípliers-free methods were verified: 

1. 	The very same unífying matrix-formulas are applícable to both symmet­
ríe and non-symmetric problems. As a matter of faet, they yield domain 
decomposition methods that converge nearly as fast for non-symmetric 
matrices as they do for symmetric ones; 

2. 	Simplified code development; 
3. 	 100% parallelizable algorithms; 
4. 	Very robust codes can be developed. Acode was developed that was ap­

plied in 2-D and 3-D problems [8][9], something that is not possible when 
other approaches are used; 

5. 	 In the case of symmetric matrices, the rate of convergence of the precon­
ditioned algorithms is at least as good as other state-of-the-art DDMs; 
and 

6. 	 For non-symmetric matrices there is little to compare with, sínce the lit­
erature on DDMs for non-symmetric matrices is relatively limited (see 
[2], [11]-[15], for some background material on this subject). However, 
the multipliers-free methods work nearly as efficiently for non-symmetric 
matrices as they do for symmetric ones. 
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